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Two methods to describe a random variable (R.V.) X.

• a function X : Ω→ X from the probability space (Ω,F ,P) to a target space X .

• a distribution PX on some measurable space (X ,F).

How to measure the randomness?

1.1 Entropy

Definition 1.1 (Disrete R.V.). Random variable X — discrete if there exists a countable set
X = {xj , j = 1, . . .} such that

∑∞
j=1 PX(xj) = 1.

Note: X : alphabet of X, x ∈ X : atoms, PX(xj): probability mass function (pmf).

Definition 1.2 (Entropy). For a discrete R.V. X with distribution PX :

H(X) = E
[

log
1

PX(X)

]
← [Measure of randomness of X (intuitively)]

=
∑
x∈X

PX(x) log
1

PX(x)
.

Why such definition, why log, why entropy? — later.

Note:

• We agree that 0 log 1
0 = 0 (by continuity of x 7→ x log 1

x)

• Also write H(PX) instead of H(X) (abuse of notation, as customary in information theory).

• Basis of log — units

log2 ↔ bits

loge ↔ nats

log256 ↔ bytes

log↔ arbitrary units, base always matches exp

Note: Elementary properties of H:

1. H(X) ≥ 0, with equality iff X = x a.s. for some x.
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2. H(X) ≤ log |X |, with equality iff X is uniform on X . (proof: Jensen’s inequality.)

3. Q: Can H(X) = +∞?
A: Yes, example: P[X = k] = c

k ln2 k
, k = 2, 3, · · ·

Example 1.1 (Bernoulli). X ∈ {0, 1}, P[X = 1] = PX(1) , p

H(X) = h(p) , p log
1

p
+ p log

1

p

where h(·) is called the binary entropy function.

Proposition 1.1. h(·) is continuous, concave on [0, 1] and

h′(p) = log
p

p

with infinite slope at 0 and 1.

Example 1.2 (Geometric). X ∈ {0, 1, 2, . . .} P[X = i] = Px(i) = p · (p)i

H(X) =

∞∑
i=0

p · pi log
1

p · pi
=

∞∑
i=0

ppi
(
i log

1

p
+ log

1

p

)
= log

1

p
+ p · log

1

p
· 1− p

p2
=

h(p)

p

Theorem 1.1 (Invariance under relabeling). H(X) = H(f(X)) for any bijective f .

Definition 1.3 (Joint entropy). Xn = (X1, X2, . . . , Xn) – a random vector with n components.

H(Xn) = H(X1, . . . , Xn) = E
[

log
1

PX1,...,Xn(X1, . . . , Xn)
.
]

For more see [CT06].
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