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Language m
odeling (LM

) is the use of various statistical and probabilistic 
techniques

(e.g.w
ord

representations) to determ
ine the probability of a given 

sequence of w
ords occurring in a sentence. 

These
techniques are used in various

N
LP

applications
such

as
m

achine 
translation, question answ

ering,sentim
entanalysis,etc.

Exam
ple

W
here

are
w

e
___?
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~1948
–

Birth of N
-G

ram
s

1986
–

the first ideas of representing w
ords as vectors

by
H

inton et al.

R
ecurrentN

euralN
etw

ork
(R

N
N

)by
R

um
elhartet al.

1997
–

Long Short-Term
 M

em
ory netw

orks
(LSTM

) by H
ochreiteret al.

2003
–

the
firstneuralnetw

ork
language

m
odel(N

N
LM

)by
Bengio

et al.

2013
–

Birth of W
idespread Pretrained W

ord Em
beddings (W

ord2Vec)by
M

ikolov
etal.

2014
–

G
loVe: G

lobal Vectors for W
ord R

epresentation
by

Pennington
etal.

2017
–

B
ER

T: Pre-training of D
eep B

idirectional Transform
ers

by
Vasw

ani et al. 

......



Lim
itations

ofprevious
w
ork

G
R

A
IN

G
E

R
 E

N
G

IN
E

E
R

IN
G

D
istributionalR

epresentations

•
Treatw

ords
as

atom
ic

units
–

there
is

no
notion

ofsim
ilarity

betw
een

w
ords

(n-gram
s)

•
LatentSem

antic
A

nalysis
(LSA

):notgood
atpreserving

linearregularities
Vectorized form

 of w
ords should follow

 linear additive properties
e.g.vec(apparent)-vec(apparently)+

vec(rapid)=>
vec(rapidly)

•
LatentD

irichletA
llocation

(LD
A

):com
putationally

very
expensive

on
large

data
sets

D
istributed

R
epresentations

•
Feedfow

ard
N

euralN
etLanguage

M
odel(N

N
LM

)and
R

ecurrentN
euralN

et
Language

M
odel(R

N
N

LM
):unable

to
be

trained
on

m
ore

than
a

few
hundred

of
m

illions
ofw

ords
(com

putationally
expensive).



G
oalofthis

paper

G
R

A
IN

G
E

R
 E

N
G

IN
E

E
R

IN
G

•
Learn

high-quality
w

ord
vectors

from
huge

data
sets

(billions
ofw

ords
and

m
illions

of
w

ords
in

the
vocabulary)

•
Sim

ilarw
ords

should
tend

to
be

close
to

each
otherand

w
ords

can
have

m
ultiple

degrees
ofsim

ilarity

“car”and
“bus”are

sem
antically

sim
ilar

“w
alked”and

“sw
am

”are
syntactically

sim
ilar

•
M

axim
ize

accuracy
ofvectoroperations

by
developing

new
m

odelarchitectures
that

preserve
the

linearregularities

vector(“King”) -vector(“M
an”) + vector(“W

om
an”) closest to vector(“Q

ueen”)
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Predictthe
currentw

ord
based

on
the

context

Input:w
ord

vectors
ofcontextw

ords

O
utput:probabilities

ofallw
ords

in
the

vocabulary

appearing
atthe

currentposition

O
bjective:m

axim
ize

the
probabilities

ofthe
w

ord
in

the

training
setappearing

atthis
position

E
xam

ple

...tw
o
novelm

odelarchitectures
forcom

puting
continuous

vector

representations
ofw

ords
...
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C
ontinuous

Bag-of-W
ords

M
odel(C

BO
W

)
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Predictsurrounding
w

ords
given

the
currentw

ord

Input:w
ord

vectors
ofthe

currentw
ord

O
utput:probabilities

ofallw
ords

in
the

vocabulary

appearing
atthe

surrounding
positions

O
bjective:m

axim
ize

the
probabilities

ofw
ords

in
the

training
setappearing

in
the

contexts

E
xam

ple

...tw
o
novelm

odelarchitectures
forcom

puting
continuous

vector

representations
ofw

ords
...
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C
ontinuous

Skip-gram
M

odel(Skip-gram
)
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Prediction

Predictfrom
w
ord

vectors

X
:sm

all::biggest:big
X

=
?

VectorC
om

putation:
X

=
vec(“biggest”)–

vec(“big”)+
vec(“sm

all”).

Then
search

in
the

vectorspace
forthe

w
ord

closest
to

X
m

easured
by

cosine
distance.

big

biggest

sm
all

X
closestto

“sm
allest”
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5
types

ofsem
antic

questions
9

types
ofsyntactic

questions

Exam
ple:

C
hicago

:Illinois
::S

tockton
:X

C
hicago

:X
::S

tockton
:C
alifornia

…P
redictX

A
ccuracy:
Q
uestion

is
assum

ed
to
be
correctly

answ
ered

only
ifthe

closestw
ord

to
the

vectorcom
puted

is
exactly

the
sam

e
as

the
correctw

ord
in
the

question.
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R
esults

–
Task

D
escription



C
orpus:G

oogle
N
ew
s

Training
epochs:3

S
tochastic

gradientdescentand
backpropagation

Learning
rate:0.025

and
decreased

linearly
tillzero
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R
esults

–
M

axim
ization

ofAccuracy

O
bservation:

A
ftersom

e
point,adding

m
ore

dim
ensions

oradding
m
ore

training
data

provides
dim

inishing
im
provem

ents.

S
o,w

e
have

to
increase

both
vectordim

ensionality
and

the
am
ountofthe

training
data

together.
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R
esults

–
C

om
parison

ofM
odels

O
bservation

S
em
antic

Tasks:S
kip-gram

>
C
B
O
W
>=
N
N
LM

>
R
N
N
LM

S
yntactic

Tasks:C
B
O
W
>
S
kip-gram

>
N
N
LM

>
R
N
N
LM
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R
esults

–
C

om
parison

ofM
odels

O
bservation

Training
a
m
odelon

tw
ice

as
m
uch

data
using

one
epoch

gives
com

parable
orbetterresults

than
iterating

overthe
sam

e
data

forthree
epochs

and
provides

additionalsm
allspeedup.
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R
esults

–
C

om
parison

ofM
odels

O
bservation

C
om
putationalC

om
plexity:N

N
LM

>>
S
kip-gram

>
C
B
O
W
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R
esults

–
Learned

R
elationships
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Tw
o

novelm
odelarchitectures

(C
B

O
W

and
Skip-gram

)forcom
puting

w
ord

vectors/em
beddings

H
ighlight

•
H

igh-quality
w

ord
vectors

w
hich

perform
w

ellon
both

syntactic
and

sem
antic

questions.
•

Low
com

putationalcom
plexity.

•
C

BO
W

perform
s

betteron
syntactic

tasks.Skip-gram
perform

s
betteron

sem
antic

tasks
and

has
betteroverallaccuracy.

Lim
itation

•
C

annothandle
out-of-vocabulary

w
ords.

•
Learned

static em
beddings for each w

ord, i.e. the sam
e w

ord under tw
o different contexts w

ill 
have the

sam
e em

beddings.
•

O
rdering of w

ords w
ithin a text is not considered in the C

BO
W

 m
odel.

•
The

evaluation
task

cannotprove
the

w
ord

em
beddings

can
be

helpfulto
otherN

LP
tasks.

•
Learned

relationships
can

have
bias.

•
…
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