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Outlines

• Motivation

• Background

• Word Embedding Comparison

• Effect on Downstream Applications
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Introduction

Many biases origin from the data, and the biases are introduced collectively. 

• Gender bias

• Racial bias

• Stereotypes

• … 

What if the data are affected by specific institutions?
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Background on Censorship 

• Censorship on Wikipedia

• May 2001: Chinese Wikipedia was launched

• June 2015: Chinese Wikipedia was blocked in China

• April 2019: All versions of Wikipedia were block in China

• Consequence

• Decreased views

• Less contributions

• Strengthened Chinese equivalence Baidu Baike
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Background on Censorship 

• Censored Topics

• Democratic concepts

• Propaganda

• Historical events pertaining to Chinese Communist Party (CCP)

• Political figures

What are the effect of the censorship on word embeddings and 

NLP applications?
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Word Embedding Comparison

• Method

• Comparing the distance between a set of target words and attribute words in embedding space

• We can evaluate each target word (the concept we are interested in) relative to a 

positive/negative attribute word. 

Target words

Democratic concepts and ideas
Democratic values, procedures of democracy, channels for 

voicing

Targets of propaganda Social control, CCP, historical events, important figures

Attribute 

words

Propaganda attribute words Stability/chaos, prosperity/decline

Evaluative attribute words
General words of polarized sentiment
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Word Embedding Comparison

• ‘Democracy’ in word embedding A has a more positive connotation than in word embedding B.
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Target Word Selection

1. Select the most representative word by human for each category, e.g., the 

representative word for procedure of democracy is ‘election’.

2. Select 50 closest words in the embedding spaces in terms of cosine 

similarity. 

3. Select words that are thought to be synonymous among the 100 closest 

words, after dropping some domain specific words.

• P.S. Use names of figures or events as the words.

• Step 1 and 3 are done by native speakers. 
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Attribute Word Selection

• Propaganda attribute words

• Whether the word association is consistent with CCP propaganda

• Evaluative attribute words

• Whether the target words are more generally associated between corpus. 

• A sentiment lexicon by Wang and Ku (2016), after dropping neutral words.

Propaganda Attribute Word Examples of Evaluative Attribute Words
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Word Association

• Embeddings (Li et al, 2018)

• A 300-dimensional embedding trained on Baike with Word2Vec Algo. 

• A 300-dimensional embedding trained on Chinese Wikipedia with Word2Vec Algo.

• Embeddings trained on People’sDaily, a state-run newspaper. 

• Metric: Cosine Similarity 

• Word embeddings produced by Word2Vec 

Embed words in non-aligned space. 

• Standardization to make origin centroids 



F
in

d
 m

o
re

 P
o
w

e
rP

o
in

t 
te

m
p
la

te
s 

o
n
 p

re
z
e
n
tr

.c
o
m

!

Word Association

1. Calculate positive connotation of target words in different embeddings

2.   Pair t-test compare the positive connotation of target words

Set of positive attributes Set of negative attributes
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Results
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Effect on Downstream Applications

• Task: news headline sentiment classification

• Data

• Train: 5000 headlines from TNEWS, 

• Test: (5291+, 3913=, 3424-) from Google News

• 100 headlines containing each target word

• Average of word embedding from three embeddings are used as features.

• Models: 

• Naïve Bayes, Support vector machine, and TextCNN. 

• Trained on three set of features from different embeddings. 
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Effect on Downstream Applications

• Method

• Investigate mis-classification for each category of words

• Models are pre-disposed to associate with more positive words will have more false-

positives

• Models are pre-disposed to associate with more negative words will have more false-

negatives

• Linear mixed effect model to mitigate noise

• where y is the difference between prediction and ground-truth, larger y implies that classification are 

more positive. 

• X is a dummy for models, X=1 if trained on Baidu Baike, X=0 if trained on Wikipedia
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Results – Accuracy
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Results - Betas
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Results - Examples
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Remarks

• Censorship on certain topics can alter the word embeddings and further 

influence the downstream tasks. 

• Hard to isolate the effect of censorship, though the results are suggestive that 

the difference is caused by censorship. 

• Chinese Wikipedia used as close approximation to the counterfactual is 

problematic, as it also lacks contributors from mainland China. 

• Some news are controversial, so demographics of annotators matters.

• Are propaganda and different ideology another type of bias to be de-biased? 
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Remarks


