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Background

1. People often share personal experiences 

to elicit advice from others online.

2. Information retrieval to understand details 

about the narrator’s story

3. Infer the reason why the narrator is sharing 

the story and all the details. —-- what 

question is being asked by the narrator?



Example



Research Question

Evaluate the 

capabilities of 

automated systems 

to infer narrator’s 

intention in sharing 

personal story.



Task Construction

Binary choice cloze test

Q1: question which is 

semantically related to the 

narrative 

Q2: question actually asked by 

the narrator



Data construction

Narratives Collection

Dataset of over

415,000 advice-seeking 

posts collected from the

subreddit r/Advice



Data construction

Narratives Collection

Diversity of topics in the 

dataset:

1. singular value 

decomposition on tf-idf

2. K-means



Data construction

Ground-truth questions 

Collection(Q2)
The ?-ending sentences in each 

post

1. Remove questions have less 

than 5 words

—-> Drop the question



Data construction

Alternative questions 

Collection(Q1)
For each cloze test narrative:

1. Search a similar narrative 

2. Select an advice-seeking 

question from that narrative as 

the alternative answer for the 

test



Data construction

Alternative questions 

Collection(Q1)
For each cloze test narrative:

● a set of pairs of related 
narratives (N1, N2) 

● respective advice- seeking 
questions (qn1, qn2)



Data construction

Alternative questions 

Collection(Q1)
● Discard questions have 

extremely high or low surface 

similarity

● 21,865 instances left in the 

dataset



Human Performance
Accuracy of identifying ground-truth question out 

of two candidates: 90%

Explicitly incompatible (E): contain a factual mismatch 

with the narrative

Implicitly incompatible (I): questions do not contain any 

factual mismatches but are incompatible with what can be 

inferred implicitly about events and characters in the story

Compatible (C) but likely (L) or unlikely (U): questions 

that are neither explicitly nor implicitly incompatible would be 

labeled as being Compatible, and as either Likely or Unlikely to 

represent the narrators’ intentions.



Human Performance
As expected, instances 

involving only compatible 

questions (C + C) are harder 

to solve, only 84% for 

human performance.



Baseline Performance

● 8,865 - 2,500 train - test dataset

● 10000 held-out set

● Narrative-question similarity: 

the ground-truth question should 

show greater similarity to 

narratives.

● a Fine- tuned Transformer LM 

model



Error Analysis

These results underline the need for 

models that can combine common 

sense reasoning about the events 

within the story with an intuition 

about the intention of the narrator.



Error Analysis

Compare words used in ground-

truth questions that the best-

performing model predicts correctly 

with those used in questions that are 

classified incorrectly.



Conclusion

1. This work formulate the task of inferring advice-seeking intents from 

personal narratives

2. Develop a methodology to construct a large dataset of personal 

narratives matched with plausible options for advice-seeking questions 

(the ASQ dataset)

3. Analyze the human and baseline performance on different types of test 

instances points to interesting avenues for future work



Future Work

● Query/question intents: To complement this line of work that looks at user intents behind 

the explicit request, this task aims to uncover user intents when they are implied in personal 

narratives (without access to the explicit question)

● Conversational search/QA: Could be used to understand user intents in conversational 

question answering like chatbot.

● Social QA: Could be used to help improve the question answering with more social context.



Thank you!


