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Motivation & Background
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Multi-skill Conversation

• Many conversational agents 
each good at only one thing? 
-> Not enough

• Good conversational agents 
should have different skills!
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Existing benchmarks

• Existing datasets tailored for specific individual skills:

Ø PersonaChat/ConvAI2 : showing personality

Ø Wizard of Wikipedia(WOW): being knowledgeable

Ø EmpatheticDialogues(ED): showing empathy



BlendedSkillTalk Dataset (BST)
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Blended-skill dataset

• Crowdsourced dataset of 5k 
conversations

• Workers are instructed to be 
knowledgeable, empathetic, 
or talking about personal 
details
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ØKnowledge (K)
ØEmpathy (E)
ØPersonal situations (S)
ØPersonal background (PB)
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Dataset Analysis - Guided workers choice of suggestions 

• Overall balanced

• More likely to choose the same 
suggestion as initial context
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Dataset Analysis – Unguided workers response related to 
seed context

• A three-class classifier on top of 
BERT that assigns an utterance to 
the dataset it came from

• More likely to be classified as same 
as seed context
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Dataset Analysis – number of modes

ØKnowledge (K)
ØEmpathy (E)
ØPersonal situations (S)
ØPersonal background (PB)



Methods
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Single-task approaches

• Train on a single-skill dataset and evaluate on all skills datasets 

• + With/Without finetuning on BlendedSkillTalk (BST) dataset
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Multi-task approaches

• Train in a multi-task way (MT Single-Skills)

• Random selection from three single models (Random-Skill)

• Train a top-level classifier to select from three single models 
(MT Two-Stage) -- a three-class classifier on top of BERT that assigns 
an utterance to the dataset it came from

• + With/Without finetuning on BlendedSkillTalk (BST)
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Bias for MT Single-Skills
• Sample training data from each task during updates

• However,  each dataset contains different pre-context

Ø PersonaChat/ConvAI2 : persona context
Ø Wizard of Wikipedia(WOW): topic context
Ø EmpatheticDialogues(ED): None

• This introduce bias! 
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Why there is bias and what to do?

• Deep models like shortcuts L
• Recall three datasets contain different pre-contexts
• Model will try to make decisions based on the pre-context 

instead of the dialogue itself!

• Make all the data have topic and persona context J
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Debias Results

• Debias results in the multi-task retrieval models selecting 
utterances more evenly



Results
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Results on single-skill datasets

• Base model: 256-million parameter transformer-based model 
pretrained on reddit dataset

• Metric: Hits@1 (accuracy at retrieving right response from set)

• Single-task can match SOTA on 
corresponding task but suffer on 
others
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• Best respective single-task models 
suffers, while the MT Single-Skills 
model proves more resilient

• MT Single-Skills achieves the best 
performance in MT models, yet 
worse than single task on 
corresponding task

• Debias barely change numbers 
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Results on BlendedSkillTalk (BST) dataset

• Tested directly on BST without any additional training in a 
zero-shot setting

• Fine-tuned on the BST training set

• MT Single-Skills achieve good 
performance even without pre-
training
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Human Evaluation

• Workers chat with various models and then rate the 
conversation along several axes



• Collect a new dataset blending conversational skills
• Train a model multi-task on multiple single-purpose conversational datasets
• Show good performance on new dataset even without fine-tuning

• Future work:  Expand to other conversational skills
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Take aways

Thank You


