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Introduction E

Goal of this paper

¢ Study of the transferability between 33 NLP tasks

® Text classification
® Question answering
® Sequence labeling

®* Transfer learning is more beneficial when source tasks differ substantially from the
target task.

® Using task embeddings to predict the most transferable source tasks
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Method

Pipeline

1. given a target task of interest, 2. identify the most
compute a task embedding from

4 ) similar source task
BERT's layer-wise gradients

embedding from a
MNU precomputed library
ssT2 ONu | DROP

Target task

/

WikiHop —»

4, fine-tune the
3. fine-tune BERT on resulting model
selected source task on target task

Figure 1: A demonstration of our task embedding
pipeline. Given a target task, we first compute its task
embedding and then identify the most similar source
task embedding (in this example, WikiHop) from a pre-
computed library via cosine similarity. Finally, we per-
form intermediate fine-tuning of BERT on the selected
source task before fine-tuning on the target task.’
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Datasets

Task

text classification/regression (CR)
SNLI (Bowman et al., 2015)
MNLI (Williams et al., 2018)
QQP (Iyeret al., 2017)

QNLI (Wang et al., 2019b)

SST-2 (Socher et al., 2013)
SciTail (Khot et al., 2018)

CoLA (Warstadt et al., 2019)
STS-B (Ceret al., 2017)

MRPC (Dolan and Brockett, 2005)
RTE (Dagan et al., 2005, et seq.)
WNLI (Levesque, 2011)

Task | Train | Task type Domain

text classification/regression (CR)

SNLI (Bowman et al., 2015) 570K NLI misc.

MNLI (Williams et al., 2018) 393K NLI misc.

QQP (Iyeret al., 2017) 364K paraphrase identification social QA

QNLI (Wang et al., 2019b) 105K QA-NLI Wikipedia

SST-2 (Socher et al., 2013) 67K sentiment analysis movie reviews

SciTail (Khot et al., 2018) 27K NLI science QA

CoLLA (Warstadt et al., 2019) 8.5K grammatical acceptability misc.

STS-B (Ceretal., 2017) 7K semantic similarity misc.

MRPC (Dolan and Brockett, 2005) 37K paraphrase identification news

RTE (Dagan et al., 2005, et seq.) 25K NLI news, Wikipedia

WNLI (Levesque, 2011) 634 coreference NLI fiction books

question answering (QA)

SQuAD-2 (Rajpurkar et al., 2018) 162K QA Wikipedia, crowd
NewsQA (Trischleret al., 2017) 120K QA news, crowd

HotpotQA (Yang et al., 2018) 113K multi-hop QA Wikipedia, crowd
SQuAD-1 (Rajpurkar et al., 2016) 108K QA Wikipedia, crowd
DuoRC-p (Sahaet al., 2018) 100K paraphrased QA Wikipedia/IMDB, crowd
DuoRC-s (Saha et al., 2018) 86K paraphrased QA Wikipedia/IMDB, crowd
DROP (Duaet al., 2019) 77K multi-hop quantitative reasoning  Wikipedia, crowd
WikiHop (Welbl et al., 2018) 51K multi-hop QA Wikipedia, KB

BoolQ (Clark et al., 2019) 16K natural yes/no QA Wikipedia, web queries
ComQA (Abujabal et al., 2019) 11K factoid QA w/ paraphrases snippets, WikiAnswers
CQ (Baoet al., 2016) 2K knowledge-based QA snippets, web queries’KB
sequence labeling (SL)

ST (Bjervaet al., 2016) 43K semantic tagging Groningen Meaning Bank
CCG (Hockenmaier and Steedman, 2007) 40K CCG supertagging Penn Treebank

Parent (Liu et al., 2019a) 40K syntactic tagging Penn Treebank

GParent (Liu et al., 2019a) 40K syntactic tagging Penn Treebank
GGParent (Liu et al., 2019a) 40K syntactic tagging Penn Treebank
POS-PTB (Marcus et al., 1993) 38K part-of-speech tagging Penn Treebank

GED (Yannakoudakis et al., 2011) 29K grammatical error detection misc.

NER (Tjong Kim Sang and De Meulder, 2003) 14K named entity recognition news

POS-EWT (Silveira et al., 2014) 13K part-of-speech tagging Web Treebank

Conj (Ficler and Goldberg. 2016) 13K conjunct identification Penn Treebank

Chunk (Tjong Kim Sang and Buchholz, 2000) 9K syntactic chunking Penn Treebank

Table 4: Datasets used in our experiments and their characteristics, grouped by task class and sorted by training

dataset size.
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Experimental setup
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« each task is solved by applying a classification layer over either the final
[CLS] token representation (for CR) or the entire sequence of final layer

token representations (for QA or SL).
» fine-tunes all CR and QA tasks for three epochs, and SL tasks for six

epochs
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FuLL — FuLL

- . lsretgt—  CR QA SL
relative transfer gain CR 6341 3440 0310
QA 3.2(10) 9.5 0.3 9
Ps—t — Py SL 53 2.5 (10) 0.5 (11

st = 9 FULL — LIMITED

Pt CR QA SL
CR 56.9 (11) 36.8 (10) 2.0(10$)
e |n-class transfer QA 443 (11) 63.3 (11) 53an
SL 45.6 (11) 39.2 (6) 20.9 (11)

e Qut-of-class transfer

LIMITED — LIMITED

CR QA SL

S AT CR 23.7 1.3 11 1.1

Summary of this findings: QA I3an  493an  42ap

« transfer gains are possible even when the source SL 293000 300 FHOZ(N
dataset is small. Table 2: A summary of our transfer results for each
° Out_of_class transfer Succeeds In many Cases combination of the three task classes in the three data
. . . ’ regimes. Each cell represents the relative gain of the
some Of Wthh are Un|ntU|t|Ve. best source task in the source class (row) for a given tar-
. : get task, averaged across all of target tasks in the target
FaCt_or_S Oifher than source dataset Size, such as class (column). In parentheses, we additionally report
the Slmllarlty between source and target taSkS, the number of target tasks (out of 11) for which at least

one source task results in a positive transfer gain. The
diagonal cells indicate in-class transfer.

matter more in low-data regimes.
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In-class & Out-of-class transfer

In-class transfer:
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In-class & Out-of-class transfer
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Method

Task embedding methods

TEXTEMB

® Computed by pooling BERT’s representations across an entire dataset

® Captures properties of the text and domain.

® Final task embedding is Z¢p ﬁ)—xl
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Task embedding methods

TASKEMB

correlation between the fine-tuning loss function and the parameters of
BERT

Encodes more information about the type of knowledge and reasoning
required to solve the task

create representations of tasks derived from the Fisher information
matrix

=> which of the model parameters are most useful for the task and
provides a rich source of knowledge about the task

Fp= E  Vglog Py(y|z)Velog Py(y|z)"

xr,y~FPy(zx,y)
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Task embedding evaluation

Evaluation metrics
(1) the average rank p of the source task with the highest absolute transfer gain

(2) Normalized Discounted Cumulative Gain(NDCG),
a common information retrieval measure that evaluates the quality of the entire ranking

NDCGP — DCGP f Rprcd}

. DCGp ( Rh‘uv ]
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FuLL — FuLL FuLL — LIMITED LIMITED — LIMITED
S 0 u rce tas k in-class (10)  all-class (32) in-class (10) all-class (32) in-class (10) all-class (32)
Method P NDCG p NDCG p NDCG »p NDCG p NDCG »p NDCG

selection

classification / regression

CURVEGRAD 5.5 686 17.8 649 | 64 452 188 3501 59 M8 153 424
TEXTEMB 5.2 764 13.1 71.3: |35 603 8.6 524 | 48 61.4 132 439
TASKEMB 28 823 6.2 76.7 | 3.4 682 8.2 609 | 4.2 626 11.6 44.8
TEXT+TASK 2.6 833 5.6 78.0 | 3.3 69.5 8.2 62.0 | 4.2 627 114 44.8
question answering

DATASIZE 3.2 844 138 63.5 | 2.3 770 13.6 402 | - - - -
CURVEGRAD 8.3 648 15.7 550 8.2 49.1 16.7 328 | 6.8 534 153 40.1
TEXTEMB 4.1 81.1 68 79.7 | 2.7 776 4.1 77.0 | 4.1 656 7.6 66.5
TASKEMB 3.2 845 65 81.6 | 25 780 40 79.0 | 3.6 671 175 68.5
TEXT+TASK 3.2 859 54 825 2.2 81.2 3.6 82.0 | 3.6 66.5 7.0 69.6
sequence labeling

DATASIZE 19 90.5 19.2 01.6 | 43 63.2 203 340 | - - - -
CURVEGRAD 5.6 026 146 02.8 | 8.0 407 179 30.8 ( 7.0 532 18.6 40.8
TEXTEMB 37 95.0 104 95.3 | 39 65.1 85 61.1 [ 5.0 7.2 101 63.8
TASKEMB 34 057 9.6 95.2 | 2.7 805 44 76.3 | 2.5 82F 53 76.9
TEXT+TASK 3.3 96.0 9.6 95.2 | 2.7 803 4.2 784 | 2.5 825 53 76.9

Table 3: To evaluate our embedding methods, we measure the average rank (p) that they assign to the best source
task (1.e., the one that results in the largest transfer gain) across target tasks, as well as the average NDCG measure
of the overall ranking’s quality. In parentheses, we show the number of source tasks in each setting. Combining
the complementary signals in TASKEMB and TEXTEMB consistently decreases p (lower is better) and increases
NDCG across all settings, and both methods in isolation generally perform better than the baseline methods.
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Conclusion

Highlight Limitation & Future work 4
® Transfer learning on a large-scale ® Selected epochs are different among
empirical study of the transferability three classes
between 33 NLP tasks performs well, |
especially when target training data is ® some of the results are not intuitive , ]1
limited such as using part-of-speech tagging as |
a source task for DROP results ,
® task embeddings allow us to predict :“
source tasks that will likely improve ® methods clearly do not capture all of the s
target task performance. factors that influence task transferability §|
ae
® data size, the similarity between the l:’. |
source and target tasks, domains, and il g |
task complexity are crucial for effective \s/
transfer \e/
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