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Background

Transfer learning

• It is a technique which applied a pre-trained model to perform similar tasks on other datasets.

Definition

• text classification/regression (CR)
• question answering (QA)
• sequence labeling (SL)
• Bidirectional Encoder Representations from Transformers (BERT)
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Goal of this paper

• Study of the transferability between 33 NLP tasks• Text classification• Question answering• Sequence labeling    

• Transfer learning is more beneficial when source tasks differ substantially from the 
target task.

• Using task embeddings to predict the most transferable source tasks
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Pipeline
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Datasets
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Experimental setup
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• each task is solved by applying a classification layer over either the final 
[CLS] token representation (for CR) or the entire sequence of final layer 
token representations (for QA or SL).

• fine-tunes all CR and QA tasks for three epochs, and SL tasks for six 
epochs



relative transfer gain
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• In-class transfer
• Out-of-class transfer

Summary of this findings:
• transfer gains are possible even when the source 

dataset is small.
• Out-of-class transfer succeeds in many cases, 

some of which are unintuitive.
• Factors other than source dataset size, such as 

the similarity between source and target tasks, 
matter more in low-data regimes.



In-class & Out-of-class transfer
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In-class transfer:

• tasks with fewer training examples benefit the 
most from transfer, such as RTE
• best source tasks in the FULL->FULL regime 

tend to be data-rich tasks such as MNLI, 
SNLI, and SQuAD-2

Out-of-class transfer

• most tasks benefit from out-of-class transfer



In-class & Out-of-class transfer
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• Large source datasets are not always best for 
data-constrained target tasks
• the similarity between the source and target 

tasks matters more for data-constrained targets
• QA tasks is domain similarity (e.g., SQuAD and 

several other datasets were all built from 
Wikipedia)



Task embedding methods
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TEXTEMB

• Computed by pooling BERT’s representations across an entire dataset
• Captures properties of the text and domain.
• Final task embedding is 𝛴!"#

$!
#



Task embedding methods
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TASKEMB

• correlation between the fine-tuning loss function and the parameters of 
BERT
• Encodes more information about the type of knowledge and reasoning 

required to solve the task

• create representations of tasks derived from the Fisher information 
matrix
=> which of the model parameters are most useful for the task and 

provides a rich source of knowledge about the task



Task embedding evaluation
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Evaluation metrics
(1) the average rank ρ of the source task with the highest absolute transfer gain

(2) Normalized Discounted Cumulative Gain(NDCG),
a common information retrieval measure that evaluates the quality of the entire ranking
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Source task 
selection 
experiments



Task embedding spaces
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• the different task spaces in the FULL→FULL 
regime using the Fruchterman-Reingold force-
directed placement algorithm (Fruchterman and 
Reingold, 1991).

• The task space of TEXTEMB shows that datasets 
with similar sources are near one another

• TASKEMB captures domain information to some 
extent, and it also encodes task similarity
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• Transfer learning on a large-scale 
empirical study of the transferability 
between 33 NLP tasks performs well, 
especially when target training data is 
limited 

• task embeddings allow us to predict 
source tasks that will likely improve 
target task performance.

• data size, the similarity between the 
source and target tasks, domains, and 
task complexity are crucial for effective 
transfer

Limitation & Future workHighlight
• Selected epochs are different among 

three classes

• some of the results are not intuitive , 
such as using part-of-speech tagging as 
a source task for DROP results

• methods clearly do not capture all of the 
factors that influence task transferability
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