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Recap: Text Summarization

• Extractive summarization
• summary is a subset of original text

• Abstractive summarization
• summary is paraphrase of original text
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Extractive Summarization

• Select units from the original
• Typically sentences
• No simplification/rewriting

• Baseline
• Extract the first few sentences (news genre)
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Extractive Summarization
• Long history

• Baxendale (1958)
• Luhn (1958; technical documents) 

• Heuristics
• Position of sentences

• Analyzed 200 paragraphs; first and last are 
topic sentences

• Sentences with content terms 
(frequency/uniqueness)

• Cue words (hardly, significant, impossible)
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Extractive Summarization
• Problems

• Paice (1990)
• Lack of balance (e.g., single views) 
• Lack of cohesion (antecedent not mentioned/incorrectly 

cited)
• Solutions

• Rhetorical structure theory
• Anaphors

• That: nonanaphoric if preceded by a research verb 
(demonstrated)

: nonanaphoric if followed by pronoun, article, quantifier
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Summarization Tasks

• Content selection
• Choose sentences to extract

• Information ordering
• Order sentences

• Realization 
• Cleanup and present
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Text Summarization
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Intermediate Representation

• Topic representation approaches convert the 
text to an intermediate representation 
interpreted as the topic(s) discussed in the 
text 
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Content Selection Methods (Topic signature)

• Topic signature

• Set of salient terms

• Computed using tf-idf

• Rank words by tf-idf
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Content Selection Methods (Topic signature)

• Tf-idf
• Frequently occurring terms reflect meaning of document > 

less frequent terms

• Terms limited to few documents discriminate those 
documents from the rest 
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Content Selection Methods (Graph-Based)
• Sentences as nodes and edges as similarity between them
• TextRank (Mihalcea & Tarau, 2004)

• Similarity defined as the number of similar words

• Vertex scores calculated using PageRank

• LexRank (Erkan & Radev, 2004)
• Similarity as cosine similarity between sentences
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Content Selection Methods (Discourse-based)
• Rhetorical Structure Theory (Mann & Thomson, 1988)
• Focus on coherence

• I love pets. They make me happy.
Nucleus Satellite

Improving summarization via Rhetorical Parsing (Marcu 1998)
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Select important sentences to form a paragraph length summary

• Choose desired summary length 
• Pick sentences 

• How to pick sentences?
• Sentences should be relevant and non-redundant

• Maximal marginal relevance approach (Carbonell & Goldstein 
1998)
• Iterative greedy procedure
• at each step compute sentence importance score 

• linear combination of previous importance weight and similarity 
with already chosen sentences

Sentence Selection
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Summarization Tasks

• Content selection
• Choose sentences to extract

• Information ordering
• Order sentences

• Realization
• Cleanup and present
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Sentence Realization
• Sentences selected and ordered

• Need sentence compression or simplification

• eliminate adjective modifiers and subordinate clauses

•
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Supervised Methods 
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Supervised Methods 
• Naïve Bayes
• Sentence length
• Set of phrases
• Sentence position
• P(s|features)

1995



Extractive vs Abstractive
• Extractive simpler and more accurate
• But, abstractive more human-like

• To improve in extractive
• Redundancy
• Temporal ordering for multi-document
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Abstractive Summarization

• Copying chunks of text from the source ensures baseline 
levels of grammaticality and accuracy

• High-quality summarization relies on paraphrasing, 
generalization
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Abstractive Summarization
• Sentence Compression (Cohn & Lapata 2008), sentence 

fusion (Barzilay & McKeown 2005)
• Paraphrasing and new text generation
• Relies on syntactic tree rewriting via a set of rules + LM
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Information Extraction
• Information Extraction

• Extract subject-verb-subject triple
• Content Selection

• Select subset of candidates subject to length constraints
• Solved using Integer Linear Programming (Murray et al 2010, 

Woodsend & Lapata 2011, Bing et al. 2015)
• Optimize an objective function (weighted sum of a set of 

binary variables) subject to a set of linear constraints 
• Weight associated with variable indicates importance of 

candidate phrase
• Phrases learned jointly
• Constraints such as length
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Graph-Based Summarization
• Event semantic link networks (ESLNs) (Li et al. 2016).

• Node: event mentioned in input text, event is event trigger/action 
and its arguments.

• Edge between two nodes: Semantic relation between  
corresponding events

• ILP applied for information extraction and content selection (i.e., 
selecting a subset of nodes for generating the summary)
• use length and semantic relations (e.g., the nodes should be 

chosen such that the resulting graph remains connected) 
constraints 



30

Template-Based Summarization
• Human summaries (e.g., meeting summaries for accomplishing a 

certain task) have common sentence structures
• learned from human summaries in training set (templates)

• Summary generated by learning and then filling template (Oya et al, 
2014)

• Template learning
• Replace each sentence NP with hypernym
• Cluster sentences based on their root verbs
• Generate representative sentence templates by graph-based method

• Keyphrase extraction (label phrases with hypernym)
• templates with highest similarity with each topic segment of meeting are 

selected 
• Sentence ranker to select sentences for summary
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Neural Methods
• End-to-end approach alternative to information extraction, content 

selection and surface realization

• Less control over what is learned  and how information is encoded
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Neural Methods
• Extractive summarization

• word or sentence level classification problem
• Solved using representations (Cheng and Lapata 2016; Nallapati et al. 

2017; Xu and Durrett 2019) 

• Abstractive summarization
• NNLM-based (Rush et al. 2015); transformer-based (Duan et al. 2019)
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Neural Methods
• Encoder performs information extraction

• Encoding long documents made easier by extractive summarization (Chen 
& Bansal, 2018)

• Remains a challenge

• Exploiting background knowledge (e.g., about entities) to aid 
decoder (Amplayo et al. 2018)

• Redundancy problem addressed 
• Distraction (Nema et al 2017)
• Coverage loss (see et al 2017) for repetition
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Evaluation
• Summary length
• Fidelity
• Grammatical
• Non-redundant
• Referentially well-formed
• Coherent
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Evaluation
• Extrinsic

• Task-based
• Can you make the same decision using 

summary as with full text? Less time?

• Intrinsic
• Compare generated summary with gold 

summary
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Evaluation
• Recall Oriented Understudy for Gisting Evaluation 

(ROUGE; Lin and Hovy 2003)
• Measures N-gram overlap between candidate and human-

generated summaries (the references)

• ROUGE-N  

• ROUGE-L
• Longest common subsequence instead of n-gram
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Evaluation
Limitations of automatic metrics

• Limited correlation with human judgments

• No measures for factual consistency
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Datasets
• Document Understanding Conference and Text Analysis 

Conference
• English News articles
• Generic and focused summarization 
• Small (a few hundred)

• Annotated English Gigaword
• ~10 million documents
• First sentence of source (text), headline (summary)

• CNN/Daily Mail
• ~300K documents
• Multi-sentence summaries
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Neural Methods
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Take-aways
• Extractive summarizers better than their abstractive counterparts 

• strength in faithfulness and factual-consistency

• Techniques such as copy, coverage and hybrid 
extractive/abstractive methods bring specific improvements but 
also demonstrate limitations

• Pre-training techniques, particular sequence-to-sequence pre-
training,  highly effective for summarization 
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Challenges
• Accuracy-related: summary does not reflect the source 

• Addition, Omission, Inaccuracy, Positive-Negative Aspect

• Fluency issues refer to linguistic qualities of the text. 


