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Logistics

• Presentation slots created

• Assignment 2 out
• due 2/25
• post issues on Piazza 
• Start early!



3

From Words to Word Sequences

• Words as units of text
• Word level models for text classification

• Relations between words
• Word meaning and similarity

• Words as sequences
• Language modeling
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Recurrent Neural Networks (Elman 1990) 
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Recurrent Neural Networks (Elman 1990) 
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RNN Training
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RNN Advantage
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RNN Advantage
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Represent Contexts
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Represent Contexts: Language Modeling
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Bidirectional RNNs
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Vanishing Gradients
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Long Short-Term Memory 
(Hochreiter and Schmidhuber 1997)

Key idea:
• Additive connections between time steps

• Addition of gradients solves vanishing gradient

• Control information flow using gates
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LSTM Structure
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LSTM Structure: An RNN



16

LSTM and GRUs

• Many gated RNN variants
• LSTM and GRU are most widely-used

• Rule of thumb: 
• LSTM is a good default choice 
• Lots of data, especially long dependencies
• Switch to GRUs for speed and fewer parameters
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Represent Sentences
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Represent Sentences
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Conditioned Generation
• Generate text according to some specification 



20

Conditioned Generation
• Generate text according to some specification; conditional language 

model 
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Conditioned Generation



22

Passing Hidden State
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Beyond RNNs



24

Other Sequence Models
• Label depends on context, so classification of words 

using context 
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Part of Speech Tagging
• Tag words in a sequence with syntactic categories
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Part of Speech Ambiguities
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Why Part of Speech Tagging? 

Shallow information extraction
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Classic Solution: Hidden Markov Model
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Classic Solution: Hidden Markov Model
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Transitions in POS Tagging
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Learning
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Inference

Given observation sequence what is the most likely state sequence?
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HMM Tagging Performance

• Baseline of most frequent tag to each word: 90% 
accuracy

• Trigram HMM tagging: ~95% accuracy/ ~55% on 
unknown words

• State-of-the-art: BiLSTM-CRF: 97.5 accuracy/ 89% on 
unknown words
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Other Languages
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Other Sequence Labeling Tasks
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UNIT 1

• Modeling language at different levels

• Words 

• Word sequences + Sequence labeling 

• Meaning 
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UNIT 2
• Low-Resource NLP

• NLP Applications
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Natural Language Processing
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Natural Language Processing
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Natural Language Processing
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Ideal situation
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HMM Pros and Cons
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Your English, My English…
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Our English
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Low-Resource NLP

• Bringing language technology to languages lacking 
large monolingual or parallel corpora

• Help preserve languages

• Increase participation of speakers in digital world
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Low-Resource NLP

• Bringing language technology to domains/tasks
lacking large corpora

• Biomedical domain

• Scientific domain

• Natural language inference
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Why is low-resource NLP hard?

• Low-resource languages

• Insufficient data (raw + labeled)

• Languages may not have a written form

• Need trained linguists for language-specific 
engineering
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Why is low-resource NLP hard?

• Low-resource domains

• Insufficient data

• Need experts for domain-specific engineering



51



52

NLP System Needs 

• Ability to process language at different levels

• Sounds

• Words

• Structure

• Meaning
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Key Questions

• Tokenization --- what are units?

• Parts of speech do not map easily from English

• Morphology can be very different

• Syntax varied
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Kannada Morphology

Neuter Singular

Nominative ಮ"ೆ

Accusative ಮ"ೆಯನು'

Instrumental ಮ"ೆ(ಂದ

Dative ಮ"ೆ+ೆ

Genitive ಮ"ೆಯ

Locative ಮ"ೆಯ,-
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Parts of SpeechKannada MorphologyPart of Speech Tags Map Differently
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Parts of SpeechDifferent Syntax
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Diversity in Semantics

• Meaning is about associating language with world

• Every language describes world in unique way

• Sapir-Whorf Hypothesis

• Structure of language shapes
our thinking and behavior

• Culture and History
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Diversity in Semantics

• Meaning is about associating language with world
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Diversity in Semantics
• Meaning is about associating language with world

• Guugu Yimithirr spoken in North Queensland, Australia 
• No use of “left” or “right” 
• Describe locations and directions using the cardinal 

directions, which do not rotate with them as they turn. 

For “you’re standing in front of the best ice cream shop in 
town,” 

they’d say, “you’re standing north of it.”
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Diversity in Semantics
• Meaning is about associating language with world

• Multiword expressions

• It’s raining cats and dogs

• Life is a journey
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Linguistic Diversity
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No Generic NLP Model

• Languages diverge across all levels

• Need data/resources for statistical models



63

Key Questions

• What language is it?
• www.ethnologue.com, wals.info

• Words: Tokenization --- what are units?

• Morphology: How do you lemmatize it?

• Syntax: How are sentences structured?

• Typology: Who is a rich cousin?

http://www.ethnologue.com/
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Supported NLP tasks and Languages
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Key Questions
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Key Questions

あなたはそれを乗り越える⽅法を⾒つける必要があるでしょう。

You will just have to find a way of getting over it.

!ೕವ$ ಅದನು* +ೕರುವ -ಾಗ0ವನು* ಕಂಡು45ಯ7ೇ9ಾ:;ೆ.

.اھیلع بلغتلل ةقیرط داجیإ طقف كیلع نوكیس
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Low Res NLP not just about MultilingualityLow-Res NLP Not Just Multi-linguality
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Resource Characterization

• Task-specific labeled data

• Unlabeled text
• For word embeddings

• Auxiliary data
• Related resource-rich language
• Knowledge bases
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What do Resources Look Like?
• Task-specific labeled data

• POS tagging

• Non-neural methods >
Neural methods
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Generating More Data
• Manual

• Expert linguists or human-in-the-loop
• Quality labels

• Automatic 
• Noisy labels
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Generating More Data Automatically
• Data augmentation (task-specific)

• Transforming instances without changing label 
• Replacing words with equivalents 

• synonyms (Wei and Zou, 2019), entities of the 
same type (Raiman and Miller, 2017; Dai and 
Adel, 2020) or words that share the same 
morphology (Gulordava et al., 2018; Vania et 
al., 2019)
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Generating More Data Automatically
• Distant supervision (NER, relation extraction)

• Unlabeled data labels obtained from an external 
source (knowledge bases, gazetteers, dictionaries)

• Non-native speakers or non-expert labels

• Helpful for resource-rich languages
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Cross-lingual Projections
• Task-specific classifier trained for high-resource 

language (POS-tagging, MT)
• Using parallel corpora unlabeled low-resource 

data (corresponding labels) aligned

• Limitations on availability of ways of aligning 
(dictionaries)
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Transfer Learning

Train

Freeze

Reduces the need for labeled target data
by transferring learned representations 
and models 
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Transfer Learning
• Unlabeled data for pre-trained language 

representations
• BERT 

• Training of domain-specific or multilingual 
representations 

• Auxiliary data
• Train and transfer models from related tasks in 

the same language, or the same (or similar) 
task from other domains or languages. 
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Cross-Lingual Representations
• Cross-lingual representations of words 

• Reasoning about multi-lingual word meaning

• Help cross-lingual transfer

• Sample-efficient because require word translation 
pairs or only monolingual data

• Aligning embedding spaces good for coarse-grained 
tasks like topic classification

• Not sufficient for fine-grained tasks like MT
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Cross-Lingual Zero-Shot Learning
• Learned parameters for seen classes along with 

their class representations
• Rely on representational similarity among class 

labels so that, during inference, instances can be 
classified into new classes

• Useful for learning labels in low-resource 
languages
• Leverage labeled data from a high-resource 

language when no task-specific labeled data is 
available in the low-resource target language. 
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Multilingual Language Models

(mBERT)
(XLM-RoBERTa)
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Domain-Specific Pretraining
• Models pre-trained on general-domain data, can 

be successfully transferred to texts from unseen 
domains, such as the clinical domain

• Continuing the training of an already pre-trained 
model with additional domain-adaptive and task-
adaptive pre-training with unlabeled data leads to 
performance gains for both high- and low-
resource task settings for English 
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Solutions

• Transfer learning approaches

• Use bridge language

• Unsupervised approaches

• Use web as a corpus


