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Logistics

• Sign up sheet will be available before the weekend

• Resources 
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Text as Signal

• What are units of text?

• What is a word?
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What is a word?

Slides credit: Yulia Tsvetkov, CMU



Slides credit: Yulia Tsvetkov, CMUSlides credit: Yulia Tsvetkov, CMU
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Morphology

wordform lemma 

banks bank 
sung sing 
duermes dormir

Wordform: inflected word as it appears in text

Number (singular/plural), Tense (present, past, future) 
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Words have Grammatical Functions

• Nouns, Adjectives, Verbs, Adverbs
• Parts of speech

• Who did what to whom and how?
• Subject, verb, object, manner
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Vocabulary vs. Lexicon

• Vocabulary–set of words

• Lexicon–words and meaning

• Base forms (lemma)
• Optionally derived forms
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Vocabulary vs. Lexicon
• Vocabulary is discrete but not finite 

• Can you think of new words that may not have existed 10 
years ago?

Deepfake - a fake, digitally manipulated video or audio file produced by using deep 
learning, an advanced type of machine learning, and typically featuring a person’s 
likeness and voice in a situation that did not actually occur.

• Furthermore, the distribution over words resembles 
that of a power law (Zipf, 1949)
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Zipf’s Law
• Zipf's law of word frequency distributions 

• frequency of the kth most frequent word is proportional to 1/k
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Text Classification

• What level of information about language/text can 
we derive using knowledge of words alone?
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Is this Spam?
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What is the subject of this medical 
article?

• Inhibitors
• Blood Supply
• Chemistry
• Drug Therapy
• Embryology
• Epidemiology
• …
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MeSH Subject Category Hierarchy

?

MEDLINE Article



Positive or negative movie review?
...zany characters and richly applied satire, and some great 
plot twists

It was pathetic. The worst part about it was the boxing 
scenes...

...awesome caramel sauce and sweet toasty almonds. I love 
this place! 

...awful pizza and ridiculously overpriced... 
15
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Why sentiment analysis?

• Movie:  is this review positive or negative?

• Products: what do people think about a new product?

• Public sentiment: how is consumer confidence? 

• Politics: what do people think about a candidate or 
issue?

16



Text Classification: Definition

•Input:
• a document d
• a fixed set of classes  C = {c1, c2,…, cJ}

•Output: a predicted class c Î C



Classification Methods: Hand-coded rules
• Rules based on combinations of words or other features

• spam: black-list-address OR (“dollars” AND “you have been selected”)

• Accuracy can be high
• If rules carefully refined by expert

• But building and maintaining these rules is expensive



Supervised Machine Learning

• Input: 
• a document d
• a fixed set of classes  C = {c1, c2,…, cJ}
• A training set of m hand-labeled documents 

(d1,c1),....,(dm,cm), i.i.d
•Output: 

• a learned classifier γ:d à c
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Linear Classification
• Naïve Bayes (Generative classifier)

• Logistic regression (Discriminative classifier)

• Classification decision based on weighted sum of 
individual features 

• Word counts are features



Naïve Bayes Classifier

• Simple ("naïve") classification method based on 
Bayes’ rule

• Relies on very simple representation of document
• Bag of words



The Bag of Words Representation
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Classification using bag of words

γ( )=c
seen 2
sweet 1

whimsical 1

recommend 1
happy 1

... ...



Bayes’ Rule Applied to Documents and 
Classes

•For a document d and a class c

P(c | d) = P(d | c)P(c)
P(d)



Naive Bayes Classifier 
cMAP = argmax

c∈C
P(c | d)

= argmax
c∈C

P(d | c)P(c)
P(d)

= argmax
c∈C

P(d | c)P(c)

Bayes Rule

Document d 
represented as 
features x1..xn= argmax

c∈C
P(x1, x2,…, xn | c)P(c)



Multinomial Naive Bayes Independence 
Assumptions

•Bag of Words assumption: Assume position 
doesn’t matter

•Conditional Independence: Assume the feature 
probabilities P(xi|cj) are independent given the class 
c.

P(x1, x2,…, xn | c)

P(x1,…, xn | c) = P(x1 | c)•P(x2 | c)•P(x3 | c)•...•P(xn | c)



Multinomial Naive Bayes Classifier

cMAP = argmax
c∈C

P(x1, x2,…, xn | c)P(c)

cNB = argmax
c∈C

P(cj ) P(x | c)
x∈X
∏



Applying Multinomial Naive Bayes 
Classifiers to Text Classification

cNB = argmax
c j∈C

P(cj ) P(xi | cj )
i∈positions
∏

positions ¬ all word positions in test document      



Computed in log space
Instead of this:

We have

Notes:
1) Taking log doesn't change the ranking of classes!

The class with highest probability also has highest log probability!
2) It's a linear model:

Just a max of a sum of weights: a linear function of the inputs
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Learning the Multinomial Naive Bayes Model

• First attempt: maximum likelihood estimates
• simply use the frequencies in the data

Sec.13.3

P̂(wi | cj ) =
count(wi,cj )
count(w,cj )

w∈V
∑

!𝑃 𝑐! =
𝑁"!
𝑁#$#%&



Problem with Maximum Likelihood

• What if we have seen no training documents with the word 
fantastic and classified in the topic positive (thumbs-up)?

• Zero probabilities cannot be conditioned away, no matter the 
other evidence!

P̂("fantastic" positive) =  count("fantastic", positive)
count(w, positive

w∈V
∑ )

 =  0

cMAP = argmaxc P̂(c) P̂(xi | c)i∏

Sec.13.3



Smoothing for Naïve Bayes

P̂(wi | c) =
count(wi,c)+1
count(w,c)+1( )

w∈V
∑

=
count(wi,c)+1

count(w,c
w∈V
∑ )

#
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%%

&
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Multinomial Naïve Bayes: Learning

• Calculate P(cj) terms
• For each cj in C do

docsj ¬ all docs with  class =cj

P(wk | cj )←
nk +α

n+α |Vocabulary |

P(cj )←
| docsj |

| total # documents|

• Calculate P(wk | cj) terms
• Textj ¬ single doc containing all docsj

• For each word wk in Vocabulary
nk ¬ # of occurrences of wk in Textj

• From training corpus, extract Vocabulary



Unknown words
• What about unknown words that appear in test but not in  training 

data?

• We ignore them



Other Features
• Some systems ignore stop words

• Stop words: very frequent words like the and a.
• Sort the vocabulary by word frequency in training set
• Call the top k words the stopword list.
• Remove all stop words from both training and test sets

• But removing stop words doesn't usually help
• Most NB algorithms use all words

• Alternatives to word frequency
• word occurrence (absence or presence)
• TF-IDF score 



Main Drawback of NB
• Simplistic BoW assumption

• Disregard word order
• Two documents with the same words are considered similar

• Disregard semantic similarity between words
• Smart, clever, book



Summary: Naive Bayes is Not So Naive

• Very fast, low storage requirements
• Works well with very small amounts of training data
• Robust to irrelevant features

Irrelevant features cancel each other
• Very good in domains with many equally important features

• Optimal if the independence assumptions hold
• A good dependable baseline for text classification

• There are other better performing classifiers 

Slide from Chris Manning



Generative Model for Multinomial Naïve Bayes

38

c=+

X1=I X2=love X3=this X4=fun X5=film



Evaluation



Evaluation

• Let's consider just binary text classification tasks

• Imagine you're the CEO of Delicious Pie Company
• You want to know what people are saying about your pies
• You build a "Delicious Pie" tweet detector

• Positive class: tweets about Delicious Pie Co
• Negative class: all other tweets



The 2-by-2 confusion matrix

4.7 • EVALUATION: PRECISION, RECALL, F-MEASURE 11

As it happens, the positive model assigns a higher probability to the sentence:
P(s|pos) > P(s|neg). Note that this is just the likelihood part of the naive Bayes
model; once we multiply in the prior a full naive Bayes model might well make a
different classification decision.

4.7 Evaluation: Precision, Recall, F-measure

To introduce the methods for evaluating text classification, let’s first consider some
simple binary detection tasks. For example, in spam detection, our goal is to label
every text as being in the spam category (“positive”) or not in the spam category
(“negative”). For each item (email document) we therefore need to know whether
our system called it spam or not. We also need to know whether the email is actually
spam or not, i.e. the human-defined labels for each document that we are trying to
match. We will refer to these human labels as the gold labels.gold labels

Or imagine you’re the CEO of the Delicious Pie Company and you need to know
what people are saying about your pies on social media, so you build a system that
detects tweets concerning Delicious Pie. Here the positive class is tweets about
Delicious Pie and the negative class is all other tweets.

In both cases, we need a metric for knowing how well our spam detector (or
pie-tweet-detector) is doing. To evaluate any system for detecting things, we start
by building a confusion matrix like the one shown in Fig. 4.4. A confusion matrixconfusion

matrix
is a table for visualizing how an algorithm performs with respect to the human gold
labels, using two dimensions (system output and gold labels), and each cell labeling
a set of possible outcomes. In the spam detection case, for example, true positives
are documents that are indeed spam (indicated by human-created gold labels) that
our system correctly said were spam. False negatives are documents that are indeed
spam but our system incorrectly labeled as non-spam.

To the bottom right of the table is the equation for accuracy, which asks what
percentage of all the observations (for the spam or pie examples that means all emails
or tweets) our system labeled correctly. Although accuracy might seem a natural
metric, we generally don’t use it for text classification tasks. That’s because accuracy
doesn’t work well when the classes are unbalanced (as indeed they are with spam,
which is a large majority of email, or with tweets, which are mainly not about pie).

true positive

false negative

false positive

true negative

gold positive gold negative
system
positive
system

negative

gold standard labels

system
output
labels

recall = 
tp

tp+fn

precision = 
tp

tp+fp

accuracy = 
tp+tn

tp+fp+tn+fn

Figure 4.4 A confusion matrix for visualizing how well a binary classification system per-
forms against gold standard labels.

To make this more explicit, imagine that we looked at a million tweets, and
let’s say that only 100 of them are discussing their love (or hatred) for our pie,



Evaluation
• How good is accuracy as our metric?
• Imagine we saw 1 million tweets

• 100 of them talked about Delicious Pie Co.
• 999,900 talked about something else

• We could build a dumb classifier that just labels every tweet "not 
about pie"

• 99.99% accuracy!
• But useless! Doesn't return comments of interest
• Instead use precision and recall 



Evaluation: Precision

• % of items the system detected (i.e., items the system labeled 
as positive) that are in fact positive (according to the human 
gold labels) 

12 CHAPTER 4 • NAIVE BAYES AND SENTIMENT CLASSIFICATION

while the other 999,900 are tweets about something completely unrelated. Imagine a
simple classifier that stupidly classified every tweet as “not about pie”. This classifier
would have 999,900 true negatives and only 100 false negatives for an accuracy of
999,900/1,000,000 or 99.99%! What an amazing accuracy level! Surely we should
be happy with this classifier? But of course this fabulous ‘no pie’ classifier would
be completely useless, since it wouldn’t find a single one of the customer comments
we are looking for. In other words, accuracy is not a good metric when the goal is
to discover something that is rare, or at least not completely balanced in frequency,
which is a very common situation in the world.

That’s why instead of accuracy we generally turn to two other metrics shown in
Fig. 4.4: precision and recall. Precision measures the percentage of the items thatprecision

the system detected (i.e., the system labeled as positive) that are in fact positive (i.e.,
are positive according to the human gold labels). Precision is defined as

Precision =
true positives

true positives + false positives

Recall measures the percentage of items actually present in the input that wererecall
correctly identified by the system. Recall is defined as

Recall = true positives
true positives + false negatives

Precision and recall will help solve the problem with the useless “nothing is
pie” classifier. This classifier, despite having a fabulous accuracy of 99.99%, has
a terrible recall of 0 (since there are no true positives, and 100 false negatives, the
recall is 0/100). You should convince yourself that the precision at finding relevant
tweets is equally problematic. Thus precision and recall, unlike accuracy, emphasize
true positives: finding the things that we are supposed to be looking for.

There are many ways to define a single metric that incorporates aspects of both
precision and recall. The simplest of these combinations is the F-measure (vanF-measure
Rijsbergen, 1975) , defined as:

Fb =
(b 2 +1)PR

b 2P+R

The b parameter differentially weights the importance of recall and precision,
based perhaps on the needs of an application. Values of b > 1 favor recall, while
values of b < 1 favor precision. When b = 1, precision and recall are equally bal-
anced; this is the most frequently used metric, and is called Fb=1 or just F1:F1

F1 =
2PR

P+R
(4.16)

F-measure comes from a weighted harmonic mean of precision and recall. The
harmonic mean of a set of numbers is the reciprocal of the arithmetic mean of recip-
rocals:

HarmonicMean(a1,a2,a3,a4, ...,an) =
n

1
a1
+ 1

a2
+ 1

a3
+ ...+ 1

an

(4.17)

and hence F-measure is

F =
1

a 1
P +(1�a) 1

R
or
✓

with b 2 =
1�a

a

◆
F =

(b 2 +1)PR
b 2P+R

(4.18)



Evaluation: Recall

• % of items actually present in the input that were correctly 
identified by the system. 
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Why Precision and Recall
• Our dumb pie-classifier

• Just label nothing as "about pie"
Accuracy=99.99% but Recall = 0 (doesn't get the Pie tweets)

• Precision and recall, unlike accuracy, emphasize true positives:
• find the things that we are supposed to be looking for 



A combined measure: F

• F measure: a single number that combines P and R:

• We almost always use balanced F1 (i.e., b = 1)
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anced; this is the most frequently used metric, and is called Fb=1 or just F1:F1

F1 =
2PR

P+R
(4.16)

F-measure comes from a weighted harmonic mean of precision and recall. The
harmonic mean of a set of numbers is the reciprocal of the arithmetic mean of recip-
rocals:

HarmonicMean(a1,a2,a3,a4, ...,an) =
n

1
a1
+ 1

a2
+ 1

a3
+ ...+ 1

an

(4.17)

and hence F-measure is

F =
1

a 1
P +(1�a) 1

R
or
✓

with b 2 =
1�a

a

◆
F =

(b 2 +1)PR
b 2P+R

(4.18)



Generative and Discriminative Classifiers

• Naive Bayes is a generative classifier

• Logistic regression is a discriminative classifier



Generative and Discriminative Classifiers

Suppose we're distinguishing cat from dog images

imagenet imagenet



Generative Classifier:
• Build a model of what's in a cat image

• Knows about whiskers, ears, eyes
• Assigns a probability to any image: 

• how cat-y is this image?

Also build a model for dog images

Now given a new image:
Run both models and see which one fits better 



Discriminative Classifier
Just try to distinguish dogs from cats

Oh look, dogs have collars!
Let's ignore everything else



Finding the correct class c from a document d:
Generative vs Discriminative Classifiers
• Naive Bayes

• Logistic Regression
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2 CHAPTER 5 • LOGISTIC REGRESSION

More formally, recall that the naive Bayes assigns a class c to a document d not
by directly computing P(c|d) but by computing a likelihood and a prior

ĉ = argmax
c2C

likelihoodz }| {
P(d|c)

prior
z}|{
P(c) (5.1)

A generative model like naive Bayes makes use of this likelihood term, whichgenerative
model

expresses how to generate the features of a document if we knew it was of class c.
By contrast a discriminative model in this text categorization scenario attemptsdiscriminative

model
to directly compute P(c|d). Perhaps it will learn to assign high weight to document
features that directly improve its ability to discriminate between possible classes,
even if it couldn’t generate an example of one of the classes.

Components of a probabilistic machine learning classifier: Like naive Bayes,
logistic regression is a probabilistic classifier that makes use of supervised machine
learning. Machine learning classifiers require a training corpus of M observations
input/output pairs (x(i),y(i)). (We’ll use superscripts in parentheses to refer to indi-
vidual instances in the training set—for sentiment classification each instance might
be an individual document to be classified). A machine learning system for classifi-
cation then has four components:

1. A feature representation of the input. For each input observation x(i), this
will be a vector of features [x1,x2, ...,xn]. We will generally refer to feature
i for input x( j) as x( j)

i , sometimes simplified as xi, but we will also see the
notation fi, fi(x), or, for multiclass classification, fi(c,x).

2. A classification function that computes ŷ, the estimated class, via p(y|x). In
the next section we will introduce the sigmoid and softmax tools for classifi-
cation.

3. An objective function for learning, usually involving minimizing error on
training examples. We will introduce the cross-entropy loss function

4. An algorithm for optimizing the objective function. We introduce the stochas-
tic gradient descent algorithm.

Logistic regression has two phases:

training: we train the system (specifically the weights w and b) using stochastic
gradient descent and the cross-entropy loss.

test: Given a test example x we compute p(y|x) and return the higher probability
label y = 1 or y = 0.

5.1 Classification: the sigmoid

The goal of binary logistic regression is to train a classifier that can make a binary
decision about the class of a new input observation. Here we introduce the sigmoid
classifier that will help us make this decision.

Consider a single input observation x, which we will represent by a vector of
features [x1,x2, ...,xn] (we’ll show sample features in the next subsection). The clas-
sifier output y can be 1 (meaning the observation is a member of the class) or 0
(the observation is not a member of the class). We want to know the probability
P(y = 1|x) that this observation is a member of the class. So perhaps the decision
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Next Lecture: Logistic Regression
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