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Abstract

A combination of key point-based and region-based
recognition scheme is proposed in this study for
unsupervised learning of common object from matipl
images. The common object is a priori unknown @ th
image, and we need to simultaneously learn, detedt
segment the common object from the image set. \We ma
use of the robustness of key point-based schethe at
initial stage to learn and detect the common obile&ach
image, and then apply region-based approach ifater
stage to refine and complete the recognition a$ agel
segment the object from the images. The saliency or
common configuration for the common object in thages
can be discovered by a two-dimensional Hough tabid,
the initial key point matches are verified and othigse
matches consistent with the common configuratidinoei
retained. Several reference points (anchor poiatsjhe
common object in each image are computed baseleon t
verified key points. After that the images are saged and
segment’s spatial layout can be specified witheeso the
anchor points in each image, which can help usatch
the segments based on both shape and spatial laymit
apply the proposed scheme for detecting the conubject
from various scenes where the common object isoai pr
unknown. The performance of the scheme is validated
the experiments.

1. Introduction

Detecting the common object or object with common
characteristics from various images is an imporsauct
interesting issue in image processing. To be Spetliie
problem is given a set of images, each contaimsyaron
butunknownobject, we want to automatically identify this
common object as well as detect it in each imagés sk
has a rich application background, for example,
automatically detecting the same car or landmaxanous
images, detecting the same food in the different
refrigerators, and much more.
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Detecting common object in various scenes hasseclo
connection with image registration, yet image regigon is
most often referring to the unification of the saone
partially overlapped scene under different condgi¢such
as time, viewpoint etc.) [1][2], while our problamtrying
to figure out the common object (but unknosvpriori)
appearing in various scenes. However either problem
requires the steps of feature extraction and feahatching
[1]. Feature is considered as the distinctive dpsamrfor
representing local image characteristics, and comymno
used features extracted from the image could bereit
point-based or region-based (sometimes even lised)a
[1]. Consequently, the commonly used object reiimgn
schemes would include key point-based approach and
region-based approach.

The key point-based recognition approach is relginghe
key point extracted from the image, where the kaiptp
could be corners [3-5], line intersections [6],higariance
points [7], most distinctive points [8], or the Slkey
points [2][11] in the image. The key points arertheatched
across the images based on their local neighborhood
property. For example in SIFT approach, the SIBfgant
is extracted as the maxima and minima in the
Difference-of-Gaussian image pyramid, and the k&pnts
are matched based on the gradient histogram esttftm
the local neighborhood around each key point [11].
The key point-based approach is quite dominatédjaad
recognition in last decade or two, because peapisider
the key point feature is more robust than the regiased
feature or the contour-based feature. It is natirade the
key point feature focuses on the micro-region efithage,
its property is not easily affected by the occlasidghting
change or distortion of object. Even though pathef
object is occluded, the key point features extichéiem the
part which is not occluded will not be changed. Vs in
the region-based recognition scheme, if the oligect
partially occluded, the object segment properthsag
shape could be changed dramatically. Thereforentjer
advantage of key point-based recognition approsich i
robustness.

However key point-based approach also has its
disadvantages. First of all we will lose the glolielv of the
image when we use key point features, because lye on
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Figure 1. The flow chart of the approach.

focus on the tiny micro portion of the image anchdbtake
into account any high level information. Becausthaf key
point features may bring dramatic ambiguity in rhatg.
Two key points match well does not mean the objebere
they are detected could be similar in any sensicin
purely key point matching can lead to huge amoéint o
mismatches. The crucial remedy is to take into actthe
high level information in some other way, say imts of
spatial layout of the key points, to bring more stoaints for
the matching. Another drawback of the key pointrapph
is that it cannot provide exact object boundargssith only
matches points. We can only obtain the boundingdyex
the object if we know the object model and its lating
box.

In comparison with the key point-based recognition
approach, the region-based recognition approaayigg
on the image segmentation techniques [16-19], wihere
image is segmented into homogenous regions wheh ar
contrasted with the surroundings. Then the imagensets
are matched across the images, based on the segment
properties such as shape, average intensity stagkas
their spatial layout. Some segmentation algoriteagment
the image in a hierarchical manner to obtain a sagation
tree [18], where one has a complete hierarchy gihsats
from fine to coarse scales, hence the hierarchical
containment relationships among the segments and th
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adjacency relationships between the segments sarbel
explored and used in the segment matching.

In region-based recognition scheme object or segmen
shape plays a central role in recognition, since shift,
scale and rotation-invariant. The region averageniity
can be used as region feature as well, but it ccleshge if
the lighting condition in the image changes, wiikeregion
shape will not be affected by that. Therefore gioe-based
recognition the majority of the segment featurecdptors
are focusing on the segment shape.

The advantage of region-based approach is thahitake
into account high level information of the imageddence
reduce the ambiguity brought in by the features. Fo
example, two segments with relatively sophisticatieape
get matched is much more difficult than two simiay
points get matched, therefore the matching is meliable.
At the same time, region-based approach can pr@xdet
object boundary, so it can automatically detectsegiment
the object out of the image.

The disadvantage of region-based approach isttisahot
very robust. The segment property can be easibctdft by
occlusion, lighting change (for example the shadow
highlight on the object will change the segmentgtiand
distortion. Also the segmentation algorithm itseth be
unstable sometimes, the same object under different
background can be segmented in somewhat differapt w
which brings big trouble for segment matching. The
matching of segments can be very effective andéhdiste
if such match can be found, but in many cases od go
match among the segments can be found across dgednm
In viewing of the advantages and disadvantagestf b
schemes, here comes in the idea of combining the ke
point-based recognition approach with the regioseda
approach. We can make use of the robustness of key
point-based scheme at the initial stage to leagrcdmmon
object and detect it in images. Then we can congeuteral
reference points on the object in each image basdde
reliable key points, in order to specify any new geint or
segment’s spatial location. Finally we apply regimsed
recognition to obtain the image segments and ntatch
segments based on the shape and spatial layoutfore
we can detect and segment out the object frormtiages.
The flow chart of the detailed approach is showRigure
1.

The structure of the paper is organized as follows.
Methodology will be stated in Section 2, and Set8o
describes the segment features employed in regieaeb
recognition in this study. Experimental results previded
in Section 4 and conclusion is given in Section 5.

2. Method
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Figure 2. An example of the Hough table, wheretiiee
dimensions of the Hough table are link length ratid link rotate
angle. For each pair of original key points in itmage we link
them and find its correspondence in another imagempute the
link length ratio and link rotate angle. We binrth&n the Hough
table and find the maximal value in the Hough tatrid therefore
the common configuration.

Given a set of images, the first step is to ext®ET key
point from each of them. As is done in Lowe’s pajidi,
for each SIFT key point we find in image A, we Idok its
nearest neighbor among the SIFT key points weifind
image B, meanwhile we check the distance ratio &etw
the nearest neighbor and second nearest neigffitias i
ratio is below 0.8 we then accept this pair of gejnts as
the original match. But even after such examinatien
obtained SIFT key point matches still contain hageunt
of outliers and mismatches, we need to figure aeliable
subset among those matches representing the true
correspondences for the common object. Since tleeah
inliers to outliners in the original matches isykw for the
unsupervised case, typically less than 5-10 perfiading
out the real correspondences among them is quite
challenging. Given we do not know the common obiject
advance and thus no object model, we need to distbe
saliency or common configuration from the initightthes.
We find the high dimensional Hough table is a very
effective and convenient tool in achieving thislgd&e
important observation leading to this idea is tifate have
two key point pairs both are real matches, thekdiin both
images should also form true correspondence, aidlitik
length ratio and rotate angle between two imagesldthe
around a fixed value and be consistent with allitbhe
matching link pairs between the two images, siricefa
them are on the common object. The common objegtrma
scaled and rotated between the images, but suett eff
should be the same for all corresponding links.iew the
off-plane rotation or the full affine transformrist
considered yet, but the slight off-plane rotatian be well
tolerated.

To create the Hough table (Figure 2), we link epain of
key points in image A and find its correspondimk lin
image B. We compute their length ratio and rotaglex
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Figure 3. The illustration of the combined key pgand
region-based recognition approach. (a-b) origin&lley points
extracted in two images. (c-d) verified SIFT keyrji® on the
common object in two images. (e-f) the three anguints
obtained in each image. (g-h) the common objecatled in two
images, the same color denotes the correspondiigne(note
the final matching result is still not yet perfelan still working
on it to make improvement).

between the two images and histogram them in tbe tw
dimensional Hough table with length ratio and ret@bgle
bins as two dimensions. We bin the length ratithenstep
size of 0.1, from zero to the maximal length ratiohe
image, normally this value is no larger than 10e Tdtate
angle has the bin size of 10 degrees, it goes €réon360
degrees. All the real corresponding links havelehgth
ratio and rotate angle around similar values, wiethe
outlier key points may have these two values anyghe
Given the intuition that the object should appeaa i
compact region in the image, we only check thelloca
neighborhood of certain size around each key @oidtthe
links therein. In this experiment we consider the
neighborhood of the size 2/5 height and 2/5 widtthe
image around the key point.

After the Hough table is obtained, we find the maadi
value in the Hough table and the correspondingegbf
length ratio and rotate angle are considered asdhenon
configurations for the common object. With this coaon
configuration we search for each key point in imAge
again, if the key point’s local neighborhood consai



enough “correct links”, i.e. the links with parammest
consistent with the common configurations, we then
consider this key point (and its corresponding ionenage
B) as the true correspondence, otherwise the kigy wil
be discarded. In this experiment we accept thepksyt
with the “correct link” ratio in its neighborhoodbave half
of the maximal “correct link” ratio in the imagehi® step is
called the verification of the original SIFT keyipb

After the verification of the key points, we shoblel able to
obtain the key points only appearing within theealj
region and all form exact matches. Based on themntam
further compute three anchor points in each image b
simply averaging the verified key points in certeggion,
for example the mean of all verified key pointg thean of
first half and the mean of second half (then tmegtanchor
points will be collinear, to avoid this we can tiseir mean,
the mean of first 75% and the mean of latter 75Btg
anchor points can serve as a reference in eacleierabany
new key point or segment’s location can be detezthin
based on them. The reason that three anchor Eo@issed
is because any new point’s location will be uniguel
determined if we know its distances to three pdmtke 2D
plane (if the three points are not collinear). With help of
anchor points we can specify each segment’s spayialit
with respect to them, which can help us in deteimgiif
two segments from two images form real match iirthe
shapes are already similar.

After obtaining of anchor points in each image, the
region-based recognition comes in at this stage. We
segment the image using the segmentation-treeitigor
hence we can obtain a complete hierarchy of thgéma
segments from fine to coarse scale, which can ielp
match segments in various levels and be more rabubke
merging or splitting in segmentation. Also we cast |
segment the image region around the anchor padirds s
that is where we believe the object lies. Then waécthe
segments in image A with the segments in imagetBrims
of similarity in both shape and spatial layoutphactice we
blur the image with successive Gaussian kernelbtain an
image pyramid, and we segment each of the imagé®in
pyramid using the segmentation-tree algorithmulchsa
way we can obtain a “bag of segments” and will elfere
have a better chance to match the correspondingesdg
which may vary slightly from image to image. Wittet
matching of segments, we can find the exact boynafahe
common object in each image and hence segmenbjbeto
from the image. The illustration of the entire aggurh is
shown in Figure 3.

For the image set containing multiple images, wewark
on them pairwisely, i.e. we process pair of imaafes time
until we visit all the images. Or we can work ohthé
images altogether. In this case the Hough tablenatlbe
changed, we just have more elements from more isnage
be binned in the Hough table. Also since we onlysider
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the key point link within each image, not the leross the
images, the computation complexity scales lineailly the
number of images.

3. Thefeaturesin region-based recognition

In region-based recognition each segment is destily a
bunch of features, in the hope that the more sirttila
segments are, the closer their features are ifetttare
space. In order to achieve size, location, ori@mat
invariant recognition, the majority of the featurei be
focusing on the segment shape. The features eatkfrctm
the segment in this study include the moment atime
normalized perimeter, bounding circle area ratieaaver
filled area ratio, boundary geometry, contour dosisand
contour mapping vector.

3.1 Moment of inertia

In order to come up with a segment shape descngtarh
is scale and rotation invariant, we propose a sfegtare
called the moment of inertia, inspiring by the sararcept
in physics. In physics, moment of inertia is a ditgmo
describe the “inertia” of object in the rotatiorhieh is
directly related with the object shape or the objeass
distribution with respect to its mass center, anthk a
good descriptor for shape.

For a given 2-D region, the moment of inertia ikakated
as the vector summation of each region pixel’s sglia
distance to the mass center of the region.

=) (X=%)? (1)
XIR

where R denotes the region and. denotes the location

of mass center.

For the regions with the same shape but varyirsigi, it is
easy to show that the moment of inertia goes wigfourth
power of the region dimension scale, i.e. for #ngions

having the same shape but onéNstimes larger than the
other (in length not in area), the moment of irzeiti N 4
times larger (since the distancel§ times larger and the

total mass (or area) b Z times larger). Therefore we
normalized the moment of inertia by the fourth powake
region dimension to obtain the scale-invariant ghap
feature.

3.2 Normalized perimeter

Segment perimeter is also helpful in describingstagment
shape. Yet since segments with the same shapeaway h



different sizes, we need to normalize the segmernitrgter
with the area.

)

where L is the segment perimeter aiSl is the area of the
segment.

3.3 The bounding circle area ratio

Another shape descriptor is the ratio of segmesd aver
its bounding circle area, which is a measure obthject
compactness. In plus it is rotation-invariant s ikiwhy the
bounding circle is used instead of the bounding box

3.4 Area to filled area ratio

Some segments have holes inside, hence we canmeasu
segment’s area to filled area ratio.

3.5 Boundary geometry

The boundary of the segment is certainly the ket/tpa
describe the segment shape. For a given segmeothtaim

the farthest distanced(,,, ), nearest distanced ;) and

mean distanced, ) from its boundary point to the mass

center. We take the ratios of these quantitiedtaio the
features in describing the boundary geometry. $emtures
are scale invariant.

d
= Zmax 3
Rmax/mln dmin ( )
d
— _max 4
Rmax/mean d ( )

mean
3.6 Contour division

The ultimate segment shape descriptor would relghen
contour of the segment. For many of above shaparfes
there is no one-to-one mapping between the featulehe
shape. The same feature value can lead to differeqes.
An appropriate contour descriptor can provide atmuaore
accurate description for the shape. There has $maral
contour shape descriptors proposed in the litezeguch as
the chain code representation [13] and the biraaps
matrix [22] mentioned above. Here we propose amothe
contour shape descriptor named contour divisiosidadly
on the segment contour we find the points with the
maximal/minimal distance to the segment mass center

( Prax Pmin ) respectively, and find the ratio of the length

along the contoubetween these two points over the length
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of entire contour (we take the ratio which is [#sm 0.5).
Although contour division would not specify the pka
uniquely, it offers valuable information about gegment
boundary.

Prmax max

P ds/jcds, 1—_[%” ds/_[cdsj (5)

p= min(

3.7 Contour mapping vector

In order to describe the segment contour more atelyr
we further propose a contour shape descriptorcalle
contour mapping vector. In essence we pickNipequally
distributed points on the segment contour (not®ithi
equally distributed points along the contour lengtbt the
angle division) and compute their distances tostigament
mass center and store tid distances in a vector. THa
distances are then normalized by the mean distzateeen
the segment contour and mass center to achieve scal
invariant. To achieve rotation invariant, we loctite point
with the maximal distance to the mass center ordiméour
and start theN points from there. WheilN is large this
feature can describe contour very accurately. Mbadawt
is location, scale, rotation invariant. Ti# element of the
contour mapping vector is

y = dSUPLPe) oo 6)
IC

where P; = P,.«iS the point with the maximal distance to
the mass center on the contoyp, is theith equally
distributed point on the contour started frgdp , Pc is

segment mass centd_g is the mean distance between the
contour and the mass center.

4. Experiments

We carry out experiment on a set of images comtgiai
handcrafted bottle, where the object size, lightiogdition,
view angle may vary from image to image. We dohete
the prior knowledge on what is inside the images, we
want to recognize the common object as well asctietsd
segment it out of each image. The original SIFT jeints
are first extracted for each image as is showngarg 4
(a-b). The verified SIFT key points are obtaineal thie
Hough table binning as is shown in Figure 4 (cidiree
anchor points are computed in each image as isrsirow



Figure 4. The experiment on the handcrafted bq#l) original
images. (c-d) original SIFT key points detectedinn images.
(e-) verified SIFT key points on the common objectwo
images. (g-h) the common object detected in twa@asathe same
color denotes the corresponding regions.

Figure 4 (e-f). Then the images are segmentedrand t
segments are matched based on their shape anal spati
layout across the images as is shown in Figureh).(g

5. Conclusion

The combination of key point-based and region-based
recognition approach can take the advantages bf bot
schemes — the robustness of the key point-basedagp
and the high-level information as well as the exdijéect
boundary obtained in the region-based approach.
Combining the two approaches in a proper mannér wil
certainly help the recognition. We find the Houghle is
very effective and convenient in discovering thiesay in
the images, especially when the ratio of inlierstdliers is
low. Once the location of the common object in eatdge
is detected, the anchor points obtained on thecoliiti
offer reference for other segments or key pointrer to
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determine their spatial layout in the image, anacke
greatly facilitate segment matching.

Right now the scheme is still not yet perfect, tuthe
segmentation instability (the same object may ®ot b
segmented in the same way in different images) many
visually similar segments cannot get matched irfitied
result, and not every part of the common objectlmn
matched and detected. Therefore the common object
boundary may be incomplete. I'm still working oresie
issues to further improve the approach.
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