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#### Abstract

A combination of key point-based and region-based recognition scheme is proposed in this study for unsupervised learning of common object from multiple images. The common object is a priori unknown in the image, and we need to simultaneously learn, detect and segment the common object from the image set. We make use of the robustness of key point-based scheme at the initial stage to learn and detect the common object in each image, and then apply region-based approach in the later stage to refine and complete the recognition as well as segment the object from the images. The saliency or common configuration for the common object in the images can be discovered by a two-dimensional Hough table, and the initial key point matches are verified and only those matches consistent with the common configuration will be retained. Several reference points (anchor points) on the common object in each image are computed based on the verified key points. After that the images are segmented and segment's spatial layout can be specified with respect to the anchor points in each image, which can help us to match the segments based on both shape and spatial layout. We apply the proposed scheme for detecting the common object from various scenes where the common object is a priori unknown. The performance of the scheme is validated by the experiments.


## 1. Introduction

Detecting the common object or object with common characteristics from various images is an important and interesting issue in image processing. To be specific, the problem is given a set of images, each contains a common but unknown object, we want to automatically identify this common object as well as detect it in each image. This task has a rich application background, for example, automatically detecting the same car or landmark in various images, detecting the same food in the different refrigerators, and much more.

Detecting common object in various scenes has a close connection with image registration, yet image registration is most often referring to the unification of the same or partially overlapped scene under different conditions (such as time, viewpoint etc.) [1][2], while our problem is trying to figure out the common object (but unknown a priori) appearing in various scenes. However either problem requires the steps of feature extraction and feature matching [1]. Feature is considered as the distinctive descriptor for representing local image characteristics, and commonly used features extracted from the image could be either point-based or region-based (sometimes even line-based) [1]. Consequently, the commonly used object recognition schemes would include key point-based approach and region-based approach.
The key point-based recognition approach is relying on the key point extracted from the image, where the key point could be corners [3-5], line intersections [6], high variance points [7], most distinctive points [8], or the SIFT key points [2][11] in the image. The key points are then matched across the images based on their local neighborhood property. For example in SIFT approach, the SIFT key point is extracted as the maxima and minima in the Difference-of-Gaussian image pyramid, and the key points are matched based on the gradient histogram extracted from the local neighborhood around each key point [11]. The key point-based approach is quite dominate in object recognition in last decade or two, because people consider the key point feature is more robust than the region-based feature or the contour-based feature. It is natural since the key point feature focuses on the micro-region of the image, its property is not easily affected by the occlusion, lighting change or distortion of object. Even though part of the object is occluded, the key point features extracted from the part which is not occluded will not be changed. Whereas in the region-based recognition scheme, if the object is partially occluded, the object segment property such as shape could be changed dramatically. Therefore the major advantage of key point-based recognition approach is robustness.
However key point-based approach also has its disadvantages. First of all we will lose the global view of the image when we use key point features, because we only


Figure 1. The flow chart of the approach.
focus on the tiny micro portion of the image and do not take into account any high level information. Because of this key point features may bring dramatic ambiguity in matching.
Two key points match well does not mean the objects where they are detected could be similar in any sense, in fact purely key point matching can lead to huge amount of mismatches. The crucial remedy is to take into account the high level information in some other way, say in terms of spatial layout of the key points, to bring more constraints for the matching. Another drawback of the key point approach is that it cannot provide exact object boundary since it only matches points. We can only obtain the bounding box over the object if we know the object model and its bounding box.
In comparison with the key point-based recognition approach, the region-based recognition approach is relying on the image segmentation techniques [16-19], where the image is segmented into homogenous regions which are contrasted with the surroundings. Then the image segments are matched across the images, based on the segment properties such as shape, average intensity etc., as well as their spatial layout. Some segmentation algorithms segment the image in a hierarchical manner to obtain a segmentation tree [18], where one has a complete hierarchy of segments from fine to coarse scales, hence the hierarchical containment relationships among the segments and the
adjacency relationships between the segments can also be explored and used in the segment matching.
In region-based recognition scheme object or segment shape plays a central role in recognition, since it is shift, scale and rotation-invariant. The region average intensity can be used as region feature as well, but it could change if the lighting condition in the image changes, while the region shape will not be affected by that. Therefore in region-based recognition the majority of the segment feature descriptors are focusing on the segment shape.
The advantage of region-based approach is that it can take into account high level information of the image, and hence reduce the ambiguity brought in by the features. For example, two segments with relatively sophisticated shape get matched is much more difficult than two similar key points get matched, therefore the matching is more reliable. At the same time, region-based approach can provide exact object boundary, so it can automatically detect and segment the object out of the image.
The disadvantage of region-based approach is that it is not very robust. The segment property can be easily affected by occlusion, lighting change (for example the shadow or highlight on the object will change the segmentation) and distortion. Also the segmentation algorithm itself can be unstable sometimes, the same object under different background can be segmented in somewhat different way, which brings big trouble for segment matching. The matching of segments can be very effective and distinctive if such match can be found, but in many cases no good match among the segments can be found across the images. In viewing of the advantages and disadvantages of both schemes, here comes in the idea of combining the key point-based recognition approach with the region-based approach. We can make use of the robustness of key point-based scheme at the initial stage to learn the common object and detect it in images. Then we can compute several reference points on the object in each image based on the reliable key points, in order to specify any new key point or segment's spatial location. Finally we apply region-based recognition to obtain the image segments and match the segments based on the shape and spatial layout. Therefore we can detect and segment out the object from the images. The flow chart of the detailed approach is shown in Figure 1.

The structure of the paper is organized as follows.
Methodology will be stated in Section 2, and Section 3 describes the segment features employed in region-based recognition in this study. Experimental results are provided in Section 4 and conclusion is given in Section 5.

## 2. Method



Figure 2. An example of the Hough table, where the two dimensions of the Hough table are link length ratio and link rotate angle. For each pair of original key points in the image we link them and find its correspondence in another image to compute the link length ratio and link rotate angle. We bin them in the Hough table and find the maximal value in the Hough table and therefore the common configuration.

Given a set of images, the first step is to extract SIFT key point from each of them. As is done in Lowe's paper [11], for each SIFT key point we find in image A, we look for its nearest neighbor among the SIFT key points we find in image B, meanwhile we check the distance ratio between the nearest neighbor and second nearest neighbor, if this ratio is below 0.8 we then accept this pair of key points as the original match. But even after such examination the obtained SIFT key point matches still contain huge amount of outliers and mismatches, we need to figure out a reliable subset among those matches representing the true correspondences for the common object. Since the ratio of inliers to outliners in the original matches is very low for the unsupervised case, typically less than 5-10 percent, finding out the real correspondences among them is quite challenging. Given we do not know the common object in advance and thus no object model, we need to discover the saliency or common configuration from the initial matches. We find the high dimensional Hough table is a very effective and convenient tool in achieving this goal. The important observation leading to this idea is that, if we have two key point pairs both are real matches, their links in both images should also form true correspondence, and their link length ratio and rotate angle between two images should be around a fixed value and be consistent with all the true matching link pairs between the two images, since all of them are on the common object. The common object may be scaled and rotated between the images, but such effect should be the same for all corresponding links. For now the off-plane rotation or the full affine transform is not considered yet, but the slight off-plane rotation can be well tolerated.
To create the Hough table (Figure 2), we link each pair of key points in image A and find its corresponding link in image $B$. We compute their length ratio and rotate angle


Figure 3. The illustration of the combined key point and region-based recognition approach. (a-b) original SIFT key points extracted in two images. (c-d) verified SIFT key points on the common object in two images. (e-f) the three anchor points obtained in each image. (g-h) the common object detected in two images, the same color denotes the corresponding regions (note the final matching result is still not yet perfect, I'm still working on it to make improvement).
between the two images and histogram them in the two dimensional Hough table with length ratio and rotate angle bins as two dimensions. We bin the length ratio in the step size of 0.1 , from zero to the maximal length ratio in the image, normally this value is no larger than 10 . The rotate angle has the bin size of 10 degrees, it goes from 0 to 360 degrees. All the real corresponding links have the length ratio and rotate angle around similar values, whereas the outlier key points may have these two values anywhere. Given the intuition that the object should appear in a compact region in the image, we only check the local neighborhood of certain size around each key point and the links therein. In this experiment we consider the neighborhood of the size $2 / 5$ height and $2 / 5$ width of the image around the key point.
After the Hough table is obtained, we find the maximal value in the Hough table and the corresponding values of length ratio and rotate angle are considered as the common configurations for the common object. With this common configuration we search for each key point in image A again, if the key point's local neighborhood contains
enough "correct links", i.e. the links with parameters consistent with the common configurations, we then consider this key point (and its corresponding one in image B) as the true correspondence, otherwise the key point will be discarded. In this experiment we accept the key point with the "correct link" ratio in its neighborhood above half of the maximal "correct link" ratio in the image. This step is called the verification of the original SIFT key point. After the verification of the key points, we should be able to obtain the key points only appearing within the object region and all form exact matches. Based on them, we can further compute three anchor points in each image by simply averaging the verified key points in certain region, for example the mean of all verified key points, the mean of first half and the mean of second half (then the three anchor points will be collinear, to avoid this we can use their mean, the mean of first $75 \%$ and the mean of latter $75 \%$ ). The anchor points can serve as a reference in each image and any new key point or segment's location can be determined based on them. The reason that three anchor points are used is because any new point's location will be uniquely determined if we know its distances to three points in the 2D plane (if the three points are not collinear). With the help of anchor points we can specify each segment's spatial layout with respect to them, which can help us in determining if two segments from two images form real match if their shapes are already similar.
After obtaining of anchor points in each image, the region-based recognition comes in at this stage. We segment the image using the segmentation-tree algorithm, hence we can obtain a complete hierarchy of the image segments from fine to coarse scale, which can help us to match segments in various levels and be more robust to the merging or splitting in segmentation. Also we can just segment the image region around the anchor points since that is where we believe the object lies. Then we match the segments in image $A$ with the segments in image $B$ in terms of similarity in both shape and spatial layout. In practice we blur the image with successive Gaussian kernels to obtain an image pyramid, and we segment each of the images in the pyramid using the segmentation-tree algorithm. In such a way we can obtain a "bag of segments" and will therefore have a better chance to match the corresponding segments which may vary slightly from image to image. With the matching of segments, we can find the exact boundary of the common object in each image and hence segment the object from the image. The illustration of the entire approach is shown in Figure 3.
For the image set containing multiple images, we can work on them pairwisely, i.e. we process pair of images at a time until we visit all the images. Or we can work on all the images altogether. In this case the Hough table will not be changed, we just have more elements from more images to be binned in the Hough table. Also since we only consider
the key point link within each image, not the link across the images, the computation complexity scales linearly with the number of images.

## 3. The features in region-based recognition

In region-based recognition each segment is described by a bunch of features, in the hope that the more similar the segments are, the closer their features are in the feature space. In order to achieve size, location, orientation invariant recognition, the majority of the features will be focusing on the segment shape. The features extracted from the segment in this study include the moment of inertia, normalized perimeter, bounding circle area ratio, area over filled area ratio, boundary geometry, contour division and contour mapping vector.

### 3.1 Moment of inertia

In order to come up with a segment shape descriptor which is scale and rotation invariant, we propose a shape feature called the moment of inertia, inspiring by the same concept in physics. In physics, moment of inertia is a quantity to describe the "inertia" of object in the rotation, which is directly related with the object shape or the object mass distribution with respect to its mass center, and forms a good descriptor for shape.
For a given 2-D region, the moment of inertia is calculated as the vector summation of each region pixel's squared distance to the mass center of the region.

$$
\begin{equation*}
I=\sum_{\vec{x} \in R}\left(\vec{x}-\vec{x}_{C}\right)^{2} \tag{1}
\end{equation*}
$$

where $R$ denotes the region and $\vec{x}_{C}$ denotes the location of mass center.
For the regions with the same shape but varying in size, it is easy to show that the moment of inertia goes with the fourth power of the region dimension scale, i.e. for the regions having the same shape but one is $N$ times larger than the other (in length not in area), the moment of inertia is $N^{4}$ times larger (since the distance is $N$ times larger and the total mass (or area) is $N^{2}$ times larger). Therefore we normalized the moment of inertia by the fourth power of region dimension to obtain the scale-invariant shape feature.

### 3.2 Normalized perimeter

Segment perimeter is also helpful in describing the segment shape. Yet since segments with the same shape may have
different sizes, we need to normalize the segment perimeter with the area.

$$
\begin{equation*}
\hat{L}=\sqrt{\frac{L^{2}}{S}} \tag{2}
\end{equation*}
$$

where $L$ is the segment perimeter and $S$ is the area of the segment.

### 3.3 The bounding circle area ratio

Another shape descriptor is the ratio of segment area over its bounding circle area, which is a measure of the object compactness. In plus it is rotation-invariant - this is why the bounding circle is used instead of the bounding box.

### 3.4 Area to filled area ratio

Some segments have holes inside, hence we can measure segment's area to filled area ratio.

### 3.5 Boundary geometry

The boundary of the segment is certainly the key part to describe the segment shape. For a given segment we obtain the farthest distance $\left(d_{\max }\right)$, nearest distance $\left(d_{\text {min }}\right)$ and mean distance $\left(d_{\text {mean }}\right)$ from its boundary point to the mass center. We take the ratios of these quantities to obtain the features in describing the boundary geometry. Such features are scale invariant.

$$
\begin{align*}
& R_{\max / \min }=\frac{d_{\max }}{d_{\min }}  \tag{3}\\
& R_{\max / \text { mean }}=\frac{d_{\max }}{d_{\text {mean }}} \tag{4}
\end{align*}
$$

### 3.6 Contour division

The ultimate segment shape descriptor would rely on the contour of the segment. For many of above shape features, there is no one-to-one mapping between the feature and the shape. The same feature value can lead to different shapes. An appropriate contour descriptor can provide a much more accurate description for the shape. There has been several contour shape descriptors proposed in the literature such as the chain code representation [13] and the binary shape matrix [22] mentioned above. Here we propose another contour shape descriptor named contour division. Basically on the segment contour we find the points with the maximal/minimal distance to the segment mass center ( $p_{\max }, p_{\text {min }}$ ), respectively, and find the ratio of the length along the contour between these two points over the length
of entire contour (we take the ratio which is less than 0.5 ). Although contour division would not specify the shape uniquely, it offers valuable information about the segment boundary.

$$
\begin{equation*}
\rho=\min \left(\int_{p_{\max }}^{p_{\min }} d s / \int_{C} d s, 1-\int_{p_{\max }}^{p_{\min }} d s / \int_{C} d s\right) \tag{5}
\end{equation*}
$$

### 3.7 Contour mapping vector

In order to describe the segment contour more accurately, we further propose a contour shape descriptor called contour mapping vector. In essence we pick up $N$ equally distributed points on the segment contour (note this is equally distributed points along the contour length, not the angle division) and compute their distances to the segment mass center and store the $N$ distances in a vector. The $N$ distances are then normalized by the mean distance between the segment contour and mass center to achieve scale invariant. To achieve rotation invariant, we locate the point with the maximal distance to the mass center on the contour and start the $N$ points from there. When $N$ is large this feature can describe contour very accurately. Meanwhile it is location, scale, rotation invariant. The ith element of the contour mapping vector is

$$
\begin{equation*}
v_{i}=\frac{\operatorname{dist}\left(p_{i}, p_{C}\right)}{\bar{l}_{C}}, \quad i=1,2, \cdots, N \tag{6}
\end{equation*}
$$

where $p_{1}=p_{\text {max }}$ is the point with the maximal distance to the mass center on the contour, $p_{i}$ is the $i t h$ equally distributed point on the contour started from $p_{1}, p_{C}$ is segment mass center, $\bar{l}_{C}$ is the mean distance between the contour and the mass center.

## 4. Experiments

We carry out experiment on a set of images containing a handcrafted bottle, where the object size, lighting condition, view angle may vary from image to image. We do not have the prior knowledge on what is inside the images, and we want to recognize the common object as well as detect and segment it out of each image. The original SIFT key points are first extracted for each image as is shown in Figure 4 (a-b). The verified SIFT key points are obtained via the Hough table binning as is shown in Figure 4 (c-d). Three anchor points are computed in each image as is shown in


Figure 4. The experiment on the handcrafted bottle. (a-b) original images. (c-d) original SIFT key points detected in two images. (e-f) verified SIFT key points on the common object in two images. (g-h) the common object detected in two images, the same color denotes the corresponding regions.

Figure 4 (e-f). Then the images are segmented and the segments are matched based on their shape and spatial layout across the images as is shown in Figure 4 (g-h).

## 5. Conclusion

The combination of key point-based and region-based recognition approach can take the advantages of both schemes - the robustness of the key point-based approach and the high-level information as well as the exact object boundary obtained in the region-based approach. Combining the two approaches in a proper manner will certainly help the recognition. We find the Hough table is very effective and convenient in discovering the saliency in the images, especially when the ratio of inliers to outliers is low. Once the location of the common object in each image is detected, the anchor points obtained on the object will offer reference for other segments or key points in order to
determine their spatial layout in the image, and hence greatly facilitate segment matching.
Right now the scheme is still not yet perfect, due to the segmentation instability (the same object may not be segmented in the same way in different images) many visually similar segments cannot get matched in the final result, and not every part of the common object can be matched and detected. Therefore the common object boundary may be incomplete. I'm still working on these issues to further improve the approach.
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