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READ THESE COMMENTS BEFORE STARTING THE EXAM!

This is a closed-book exam! You are allowed two sheets of handwritten notes (both
sides). Calculators should not be necessary, but feel free to use one.

Write your name on the answer booklet.

There are five unequally weighted problems for a total of 50 points. A bonus problem
worth 5 points is also included. Problems are not necessarily in order of difficulty.

A correct answer does not guarantee credit; an incorrect answer does not guarantee loss
of credit. Provide clear explanations, show all relevant work and justify your
answers! If we cannot make sense of your writing or reasoning, you may loose points.

Read each problem carefully and think before performing detailed calculations.

Only the supplied answer booklet is to be handed in. No additional pages will be
considered in the grading. You may want to work things through in the blank areas
of the exam and then neatly transfer to the answer sheet the work you would like us to
look at.



Problem 1 (14/50, equally weighted parts)

This problem has seven independent true/false questions.

(a)

A zero mean wide-sense stationary random process X; with autocorrelation function
Rx(7) = eIl is mean square differentiable.

If X; is a wide-sense stationary random process, then Y; = X; + X;_4 is also wide-sense
stationary.

Consider a discrete-time random process X defined so that the X;’s are i.i.d. random

variables with P[X), = 1] = P[X); = —1] = 3. The continuous-time random process
Y (t) = X([t]), where |t] denotes the largest integer smaller or equal to ¢, is wide-sense

stationary.

The function Rx(t,s) = cos(t + s) cannot be the autocorrelation function of a random
process X;.

A wide-sense stationary random process with autocorrelation function Rx(7) = 1+—177 is
m.s. differentiable.

A wide-sense stationary random process with autocorrelation function Rx(7) = 1+—1¢7 is
not mean ergodic.

The function
|sinwr|, || <1,

Rx(r) = { 0 else

is a valid autocorrelation function for a wide-sense stationary random process Xj.



Problem 2 (12/50, equally weighted parts)

Consider a discrete state discrete-time Markov chain X}, with state set {1,2,3} and one-step
transition probability matrix P given by

1/8 7/8 0
P=|1/2 1/4 1/4
0 7/8 1/8

(Recall that P(i, j), the ith-row, jth-column entry of P, denotes the probability of transitioning
from state i to state j.)

(a) What is the (first order) stationary distribution 7 of the Markov chain?

(b) Assuming that the Markov chain is initially in the stationary distribution that you calcu-
lated in part (a) (i.e., assuming that P[Xy = i] = n(¢) for ¢ = 1,2, 3), calculate the mean
and autocorrelation function of the random process

Vi=t-Xo+t2-X;.

(c) Let Z; =Y; — py(t) be a zero mean random process. Is Z; wide-sense stationary? Justify
your answer.



Problem 3 (12/50, equally weighted parts)

Let N, 0 <t < 400, be a Poisson random process with Ny = 0 and rate A > 0.
(a) Find the joint probability that P(N;, = ni, Ny, = ng) for to > t;.
(b) Let Xy = f(f Nds. Sketch a typical sample path of X; and find E[X}].
(c¢) Is X; m.s. differentiable?
)

(d) Assume that A is a random variable that takes values 1, 2, and 3 with equal probability.
Find the mean and variance of V;.



Problem 4 (8/50, equally weighted parts)

A Gaussian random process X; is wide-sense stationary, has zero mean and autocorrelation
function Rx () = 2¢7I7I.

(a) Is X; mean ergodic? Justify your answer.

(b) Find the MMSE estimate of X3 given X; = 1.

Let another random process Y; be defined as
t
Y; = / e *X,ds .
0

(c) Compute the mean function of Y;.

(d) Find P[Y3 > 2] and express it in terms of the function

+oo 1 2

Q(.CC) = ; \/—2_7r€_7dt .



Problem 5 (4/50)

Civen a zero mean random process X; with Rx(t,s) = t2s%e” (!+s) determine if its m.s.
derivative Y; = X exists. If so, determine Ry (¢, s).



Bonus Problem (5/50)
Let X; be a zero-mean, wide-sense stationary random process with Rx (1) = 026(7) (i.e., X; is
white). Find h; such that the random process

+00

Y} = Xshtfsds
o)

has autocorrelation function Ky (1) = e~®/"l.



