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1. Introduction
1.1 Problem and Solution Overview

The goal of our project is to develop an equipment-free hand-operated drone guided by a
fiducial pattern. A fiducial pattern is like a QR code pattern except that it is not as complex, yet it
still has many sequences that can be generated [1]. The drone is able to detect and track the
pattern, maintaining a set distance from it at all times.

Our project seeks to provide an alternative solution to the problem of controlling the drone
without a physical controller. Currently, the most popular controlling method is to use mobile
phones to keep track of location via Bluetooth and monitor the drone’s perspective vision via
camera. Such an approach is limited by the range of electromagnetic radiation and susceptible
to interface noise. Events such as the phone dying and getting a call or notification can cause
the drone piloting app to exit the camera mode and trigger unwanted behaviors for the drone.
Another problem with this approach is that downloading an app is required in order to control
the drone, and the flying stability and controllability may be dependent on the smartphone
running the app. Furthermore, app-controlled drones are usually expensive since they require a
Bluetooth module and high-quality camera.

Other alternative ways to pilot a drone without physical controllers are through the use of hand
gestures (DJI’s spark and Samsung) [2], [3] and through the use of a muscular-control system
(MIT’s artificial intelligence lab) [4]. These methods also encounter many limitations. The
problem with hand-gestured controlled drones is that it may detect someone else’s hand which
may result in undesired behaviors. The limitations on vision-based gesture recognition such as
poor performance due to optical noises also apply to this approach as discussed in [3]. In MIT’s
muscular-based control approach, problems arise when the person piloting the drone has a
muscular breakdown or accidentally squeezes too hard or too soft.

Our solution provides a new way to pilot the drone by detecting a given fiducial pattern and
maintaining a distance from it. The user holds the fiducial pattern and guides the drone by
moving the fiducial pattern to the desired position. If no pattern is detected, the drone would
signal the user through a buzzer and LED. Our method provides a controller-free approach to
reliably pilot a drone while solving the problem of confusing other people’s hands as user input.

We plan to power the drone with a Li-ion rechargeable battery attached to a voltage control unit.
We will use a Raspberry Pi connected to a camera module to recognize the pattern, and send
goal position extracted from the camera data from Raspberry Pi to the stm32 microcontroller so
that the drone can maintain a certain distance to the fiducial pattern. The stm32 microcontroller
is responsible for processing sensor data and running the flight control loop.
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1.2 Visual Aid

Figure 1: Visual representation of the drone recognizing the fiducial pattern and staying a fixed
distance from the pattern

1.3 High Level Requirements

1. Our project must be able to use a camera mounted on the drone to detect and
track a fixed sized fiducial pattern from 1-2 m distance and estimate the
real-world position coordinate of the detected pattern within 10% mean squared
error.

2. The drone must be able to fly with an upright orientation and maintain a 1.5 m
distance to the detected fiducial pattern within 15% steady-state error and less
than 5 s response latency. If a fiducial pattern is not detected, the drone should
maintain its current position and ring the buzzer and light up the LED to notify the
user.

3. The drone must be able to halt in place if there is any obstacle detected by the
ultrasonic sensors in 0.2 m range along the horizontal or vertical axis.
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2. Design

2.1 Overall Block Diagram

Figure 2: Block diagram for the interface between each subsystem
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2.2 Schematic
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2.3 Subsystem

2.3.1 Power Supply

The power supply is responsible for keeping the drone operational at all times. The power
supply voltage control is responsible for a regulated 3.3V output to the control unit and 5.1V to
the Raspberry Pi. It has an over discharge protection for the Li-ion batteries and it powers the
ESC with the protected output powering the ESC with 11.1V. We will not build the power supply
or motor from scratch, rather we are buying an already built power supply and ESC motor.

Table 1: Power Supply R/V

Requirements Verification

Supply 3.3V ± 5% to the microcontroller Use an oscilloscope to measure the output of
the voltage control circuit to ensure it is
supplying within 5% of the 3.3V

Supply 5.1V ± 5% to the raspberry pi to
ensure it is functional

Use an oscilloscope to measure the output of
the voltage control circuit to ensure it is
supplying within 5% of the 5.1V

Supply 11.1V ± 5% to the ESC motor unit Use an oscilloscope to measure the output of
the voltage control circuit to ensure it is
supplying within 5% of the 11.1V

2.3.1.1 Li-ion Battery

We are buying A 3S1P Li-ion battery pack that has a nominal voltage of 11.1V, a minimum
voltage of 9.6 V, and a maximum voltage of 12.6 V. This is used to directly power the ESC. It
also goes through two voltage control circuits: one step down regulator to 3.3V to power the
microcontroller, and one step-down regulator to 5.1V to power the Raspberry Pi zero. We are
buying this battery pack.
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Table 2: Li-Ion Battery Pack R/V

Requirement Verification

Be able to supply a continuous 20A with a
peak of 35A.

Use an electronic load to ensure that 20A is
able to be drawn from the batteries without
any of the cells voltage dropping below 3.2V

Ensure that the batteries are within the
optimal temperature range of 15°C to 30°C to
not risk the potential hazard of a
fire/explosion [4].

Use a thermocouple temperature sensor
taped to the battery to ensure it is within the
optimal temperature range under

2.3.1.2 Li-ion Discharging and Voltage Control Circuit

Overdischarge and short circuit protection circuit for the Li-ion batteries to prevent unsafe
conditions. Two buck convertors with 3.3V±5% and 5V±5% output to step down the battery
voltage for powering the control unit and Raspberry Pi. The 3.3V buck converter should be able
to output 1A and the 5V convertor should be able to output 3A at 80%+ efficiency.

Table 3: Voltage Control Circuit R/V

Requirements Verification

Voltage control circuit must step down the
12.6V from the 3S Li-ion batteries at max
capacity to supply 3.3V ± 5% to the
microcontroller and ESC motors and 5.1V ±
5% to the Raspberry Pi

Use the oscilloscope to ensure the voltage
control circuit is supplying the correct
voltages to each respective subsystem

Must be able to output at 1A for 3.3V and 3A
for 5V at 80% efficiency.

Use an electronic load to draw 1A from the
3.3V and 3A from 5V output of the voltage
regulators and measure the current draw and
voltage on the inputs to calculate power and
make sure efficiency is met.

𝐸𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦 =  𝐼𝑛𝑝𝑢𝑡 𝐶𝑢𝑟𝑟𝑒𝑛𝑡 * 𝐼𝑛𝑝𝑢𝑡 𝑉𝑜𝑙𝑡𝑎𝑔𝑒
0.5𝐴 * (3.3𝑉 𝑜𝑟 5𝑉)

2.3.2 Raspberry Pi/Camera Unit

The Raspberry Pi/camera unit recognizes the fiducial pattern and prepares data to be sent to
the stm32 microcontroller through UART RX/TX ports. This is enabled through the Raspberry

7



Pi’s openCV software library to create our own library for detecting the fiducial pattern. A block
diagram is shown below:

Figure 3: Block diagram for Raspberry Pi camera module recognizing the fiducial pattern

2.3.2.1 Raspberry Pi Camera Module

The camera module is connected to the raspberry pi through the CSI interface. It is responsible
for capturing the fiducial pattern the user shows to the camera. The camera module is light, 3
grams, and can support resolution up to 1080p30, 720p60 and 640 x 480p90.

2.3.2.2 Raspberry Pi Zero

The Raspberry Pi zero is responsible for taking the fiducial pattern, recognized from the camera
module connected through the CSI interface, and sending data through the UART to the stm32
microcontroller. Each fiducial pattern encodes a different function that the raspberry pi has to
recognize. The stm32 microcontroller is signaled to make the drone do a specific action.
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Table 4: Raspberry Pi Zero R/V

Requirements Verification

Must be able to communicate with the
camera module to recognize the fiducial
pattern from 0-1.5 ± 0.3 meters away

Run AprilTag in realtime to recognize the
fiducial pattern

Must be able to interface with the STM32
microcontroller through the UART and signal
the microcontroller to have the drone follow
the fiducial pattern from 1.5 ± 0.3 meters
away within 1s latency

Send signal from raspberry pi to stm32 to
light up an led and measure the response
time.

Must be able to light up the LEDs from the
raspberry pi’s power line of 5 V.

Use an oscilloscope to ensure 5V is supplied
to the LED

Figure 4: Raspberry Pi zero connected to the camera module

We plan to use the fiducial pattern detection package, AprilTag, because it is sufficiently
invariant to rotation and scale. This software package can be downloaded, run in python, and
implemented in openCV. We specify a source image through an AprilTag Family, a specific
fiducial pattern, and the camera can detect a set of corners from the fiducial pattern to recognize
the image. Once the image is detected, a red LED is displayed.

Figure 5: A visual representation of a red LED lighting up when the drone detects the fiducial
pattern
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2.3.3 Fiducial Pattern

A 100 x 100 mm pattern of black and white squares on a piece of paper to uniquely identify as a
marker. The fiducial pattern will be recognized by the raspberry pi camera module using the
fiducial tracking detection packing, AprilTag, which is described in section 2.3.2.2.

Table 5: Fiducial Pattern R/V

Requirement Verification

Must be within 1.5 ± 0.3 meters of the
camera module, and oriented 0°±15° in all
dimensions where 0° would be when it is
perfectly parallel to the plane of the camera
lens and has no rotation in that plane.

Through the use of LEDs, they will verify the
user when the fiducial pattern is recognized
by flashing 1 red LED.

2.3.4 Flight Controller/Control Unit

2.3.4.1 Microcontroller

We are using the STM32F405RGT6W microcontroller which is based on the Arm Cortex M4
core. This chip would be responsible for processing the data from the various sensors and use a
PID algorithm to send the appropriate commands to the ESC for the motors. It must have I²C
peripherals in order to read the sensor data. It must also take commands from the raspberry pi
through the UART interface when the raspberry pi signals the microcontroller that the fiducial
pattern has been read.
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Table 6: Microcontroller R/V

Requirement Verification

Must have FPU (floating point unit) to make
fast calculations on the sensor data to go
through the PID control loop and send
commands to the ESC at 16 kHz [7]. So the
clock speed must be at least 16k * the
number of machine instructions for the PID
loop.

Toggle a pin on the microcontroller after each
PID loop and measure the time it takes to
switch states using an oscilloscope and verify
that it’s 1/16kHz = 62.5us

2.3.4.2 Inertial Measurement Unit (IMU)

IMU is a combination of a three-axis gyroscope, accelerometer, and magnetometer that
measures the angular velocity and the acceleration experienced by the drone during flight
through the I2C interface with the microcontroller. IMU is used to figure out the drone’s
orientation with respect to the gravity vector and the change in velocity when it is moving for the
purpose of navigation. We chose to use the ICM-20948 for this module.

We will need to detect sufficient ranges of ± 2g for the accelerometer. The available ranges for
the gyroscope is between 250-2000 degrees/sec. The output data will be digitized into 16 bits
and is fed into the microcontroller via the I2C communication port. A low-pass filter can be
programmed with a range from 5.7 to 197 Hz. The VDDIO operating range is between 1.71V to
1.95V. Pin connection is shown in table 7.
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Table 7: Pin connection/layout of the ICM-20948 IMU

In figure 6, the IMU acts as an I2C master to the external sensor. The bypass multiplexer
connects the system processor I2C bus pins 23 and 24 directly to the auxiliary sensor I2C pins
7 and 21 to manage configurations of the external sensor. In our case, this will be the pressure
sensor acting as the external sensor. This will reduce the number of I2C pins we need to
connect to the microcontroller.
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Figure 6: I2C Serial Communication Interface

Table 7: The IMU R/V

Requirement Verification

Must be able to detect rotational movement at
max 1000 degrees per second with an
accuracy of 15%.

Ensure that the measurement being collected
by the software from the sensor data
acquired

2.3.4.3 Pressure Sensor

The pressure sensor is responsible for measuring the atmospheric pressure the drone
experiences at its current position. It determines the altitude the drone is at, so it can maintain
its distance from the ground. We chose to use the BMP388 which offers accurate measurement
of barometric pressure that provides altitude data for flight stability and landing. It sends data
through the I2C communication port to the microcontroller.
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Important Specifications:

● Power consumption of 3.4 uA at 1 Hz.
● VDD supply voltage of 1.65 V to 3.6 V.
● Relative accuracy Pressure: 900-1100 hPa ± 0.08^2 hPa (equivalent to 0.66 meters)
● Start up time to first communication: 2 ms when voltage is greater than 1.58 V
● Sampling rate: 200 Hz

A description of the measurement cycle is shown in figure 7. Oversampling is not required, and
the optional IIR filters are used to remove short-term fluctuations in pressure (slamming a door):

Figure 7: Measurement Cycle

The internal IIR filter can effectively reduce the bandwidth of the output signals. The output of
the next measurement step is shown in equation 1:

(1)
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The data filtered_old is the data coming from the previous acquisition, and the data_ADC is the
data coming from the ADC before IIR filtering. The next value will pass through the filter and
serve as the initial memory value for the filter. IIR filter is reset if the temperature measurement
is disabled or there is a transition from sleep to normal mode. After enabling pressure or
temperature measurement, the filtering will start, thus the next incoming value will pass
unfiltered and be the initial value of the IIR filter. The step response (e.g. response to in sudden
change in height) of different filter settings is shown in figure 8:

Figure 8: Step response % vs number of samples due to different filtering settings

Measurement Times are critical so that we can communicate to the microcontroller. Table 8
compares measurement time vs measurement rate at different oversampling settings:
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Table 8: measurement time vs measurement rate

Table 9: Pressure sensor R/V

Requirement Verification

Be able to detect the ground within 0.6m ±
0.2m

Hold the sensor above a piece of wood and
read the outputted data.

2.3.4.4 Ultrasonic Sensor

Ultrasonic sensors are used for detecting any obstacle in six horizontal and vertical directions.
These sensors are responsible for detecting if the drone is going to hit any obstacle in its way.
We chose to use six GY-US42 sensors for this purpose.

It has a working voltage of 3-5 V, and it can directly connect to the microcontroller. It has a 15
Hz frequency range and a resolution of 1 cm. It has a measuring range of 20 cm to 720 cm.

Connection configurations pinout to the microcontroller:
● “CR” pin is either the SCL (I2C mode), Serial RX, or Trigger input

● “DT” pin is either the SDA (I2C mode), Serail TX, or Echo output
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Table 10: Ultrasonic sensor R/V

Requirement Verification

Must be able to detect obstacles in 1-4m
range.

Gradually move and object with a range
slightly wider than its detection range and
check the reading. Do this every 0.5 meters
from 0 to 5 meters.

2.3.5 Motor Unit

2.3.5.1 ESC

Used to control the speed of the motors to maneuver the drone. It is powered directly from the
batteries, supplied 9.6V to 12.6V. It can draw 20A continuous and peak 35A current. We are
buying this part. We will use an ESC with the BLHeli firmware and it will be an “Opto” type ESC
and not the “BEC” ( battery elimination circuit) type because we have a separate power supply.

Table 11: ESC R/V

Requirement

Be able to be supplied 11.1V directly from the
battery.

Use the oscilloscope to ensure the batteries
are supplying the correct voltages to the ESC

Be able to run at continuous 20A and 30A
peak current.

Use a bench power supply and ammeter to
ensure the desired current is drawn without
overheating and test the correct output is
produced using an oscilloscope.

2.3.5.2 Motors

We will be using brushless dc motors because of their higher efficiency compared to brushed
DC motors as we have a limited battery capacity we need to maximize flight time. We will be
purchasing this part and it has to be of the 2212 size to fit in the drone frame we are using.
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2.3.6 User Interface

2.3.6.1 LEDs

We will be using three LEDs to indicate the status of the drone including fiducial pattern not
detected, battery low, when the user is guiding the drone into or too close to any obstacle. This
is powered by the raspberry pi zero 5V pin.

Table 12: LEDs R/V

Requirement Verification

Know if the fiducial pattern is recognized: The
microcontroller and raspberry pi must be
integrated to enable status LED

Red LED is lit up when the fiducial pattern is
recognized by the camera module

If the battery is low: the microcontroller and
power supply must be integrated to enable
battery low LED

Green LED is lit up when the battery is low

If there is an obstacle: The microcontroller
and raspberry pi must be integrated to enable
status LED

Yellow LED is lit up when there is an obstacle
in the way of the goal position that the user
indicates

2.3.6.2 Buzzer

We will be using a buzzer to warn the user when the fiducial pattern is not detected. Drive a
magnetic buzzer at a voltage of 5V from the raspberry pi zero to the buzzer. The buzzer’s sound
output is 85dB.

Table 13: Buzzer R/V

Requirement Verification

Know if the pattern is not recognized: the
microcontroller and raspberry pi must be
integrated to enable the buzzer going off

Hear the buzzer going off when the pattern
isn’t recognized, and it stops when it is
recognized
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2.4 Tolerance Analysis

The critical part of the project is the flight controller and pressure sensor. Pressure sensor
provides pressure data that is used to calculate the altitude of the drone. The output of the
pressure sensor is essential for controlling the height of the drone. As shown in Equation 2, PID
Flight controller would send corresponding output signal to the ESC according to the desired
positions calculated from fiducial pattern detection algorithm on raspberry pi and the estimated
pose and position from accelerator, gyroscope, magnetometer and compass.

(2)

𝑒(𝑡) = 𝑥
𝑑
(𝑡) − 𝑥

𝑜
(𝑡) 

in equation 2 is the difference between the desired output provided by raspberry pi via𝑒(𝑡)
fiducial pattern detection algorithm and the actual output estimated by the sensor. The fiducial
pattern recognition algorithm we are using is AprilTag and the error in position has a linear
correlation to the distance from the pattern to the camera. In our use case, our goal is to keep
the drone within 1.5 m from the fiducial pattern. The estimation accuracy for the position from
the AprilTag package in this case is about 0.03 m, and the error of the actual output is
dependent on the pressure sensor reading [6]. The sensor we are using is BMP388, it has an
output accuracy about ±8 Pa, which is equivalent to about ±0.5 m difference in altitude. The total
error would be within 0.5 m range.
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3. Ethics and Safety

Since the goal of our project is to implement a new approach for the user to control the drone,
we assume that the action of the drone under ethical evaluation is based on the action of the
person controlling the drone. The most relevant codes of ethics for this project are IEEE Code of
Ethics #1 and #9 [7], which stresses the importance of ensuring the safety of the public and their
properties. Both the drone and its operator must follow the IEEE Code of Ethics and develop
safety protocols in case of failures such as communication failure, drone is out of battery or
controller malfunction. For the purpose of this project, we assume that the usage of the drone is
recreational. Thus, under Federal Aviation Administration’s (FAA) policies on Recreational
Flyers [8], our project can only be flown at or below 400 feet above the ground when in
uncontrolled airspace. In addition, under university policy Fo-05, in order to test our project on
campus, we must obtain approval from the Division of Public Safety by submitting a request to
dpscomments@illinois.edu [9]. If the aerial testing happens inside campus property, we must obtain
approval from Code Compliance & Fire Safety as well as from faculty.

Usage of Li-Ion batteries also raises several safety concerns [10]. First, they need to be stored at
room temperature and not under direct sunlight or other heat sources. Second, Li-Ion battery cells
should never be stored fully charged. Third, a battery protection circuit is required to control
overvoltage, undervoltage and current surges.

Due to the high current applied to the motors, we also need to follow the safety rules regarding lab
fire safety and electrical safety.

20
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4. Cost

4.1 Cost Analysis

4.1.1 Labor

For recent graduate students from ECE from the University of Illinois, the typical hourly pay is
around $44. Each of us will be working 8 hours a week for 12 weeks. Thus, the total projected
labor cost of the development of the product is $31680.

3 students * $44/hour * 8 hours/week * 12 weeks  * 2.5 (overhead included) = $31,680

4.1.2 Parts

The cost for all the parts we will be buying for the product and testing equipment is shown in
table 14.
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Table 14: Parts description and cost

Description (Part #) Vendor Manufacturer Quantity Cost

Raspberry Pi 0 Adafruit Raspberry Pi Foundation 1 $5.00

Raspberry Pi Camera
Module

Amazon Raspberry Pi Foundation 1 $24.99

Raspberry Pi Camera
Cable

Adafruit Raspberry Pi 1 $6.00

STM32F405RGT6W
Microcontroller

Mouser STMicroelectronics $12.44

Accelerometer, Gyroscope,
and magnetometer
(ICM-20948)

Mouser TDK 1 $5.91

Pressure Sensor
(BMP388)

Mouser Bosch Sensortec 1 $3.20

Crazepony F450-V2 Drone
Frame Kit 4-Axis Airframe
450mm Quadcopter Frame
Kit with Landing Skid Gear

Amazon Crazepony 1 $19.99

2212 920kV Brushless DC
motors + SimonK 30A ESC

Amazon Hobbypower 4 $55.99

Fan blades Amazon RAYCorp 8 $10.15

3S Lipo Battery Amazon Zeee 1 $33.99

TSR12433 3.3V Buck
Converter Breakout - 3.3V
Output 1A Max

Adafruit Adafruit 1 $4.95

UBEC DC/DC Step-Down
(Buck) Converter - 5V @
3A output

Adafruit Adafruit 1 $9.95

LEDs Adafruit Adafruit 3 $0.96

Buzzer (SD1614T5-B5ME) Mouser CUI 1 $1.25

Miscellaneous capacitors
and resistors

Mouser Mouser - $10
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4.1.3 Sum of Total Cost Analysis

Labor + Parts = $31,680 + $194.77 = $31874.77
5. Schedule

Week Task Responsibility

3/1 1. Design Document due
2. Design document check
3. Design review sign up
4. Finalize parts to buy

All

3/8 1. Design review
2. Buy all parts
3. Ensure all parts from machine shop

are bought if needed

1. All
2. Alexander
3. Umer

3/15 1. Study data sheets of sensors
2. Simulation assignment due
3. Soldering assignment due
4. First round PCB orders due and

audit needs to be passed

1. Angelos
2. All
3. All
4. All

3/22 1. Write code for flight controller 1. All

3/29 1. Get the fiducial pattern detection
working

2. Test all the sensors
3. Prepare final paper

1. Angelos
2. Umer
3. Alexander

4/5 1. Individual progress reports due
2. Get Flight controller working

2. All

4/12 1. Prepare for mock demo 1. All

4/19 1. Mock demo 1. All

4/26 1. Demonstration
2. Mock presentation

1. All

5/3 1. Final paper due
2. Final presentation

1. All
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3. Lab checkout and notebooks due
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