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1 Introduction 
 

1.1 Problem and Solution Overview 
 
Many of us take full vision for granted in our everyday lives, and enjoy the benefits of being able to read, identify 
objects, and navigate around the world without concern. However, it’s not that simple for the 7 million people 
in the US [1] , and millions more around the world, that live with visual impairments. Although many visually 
impaired people live perfectly functional, independent lives, there are still some situations that are not fully 
accessible. For our project, we will be focusing on the specific problem of reading text. The lack of ability to 
read text is an extremely common problem for people with high visual impairment or blindness, and can 
prevent a person from being fully independent. For example, if a person with visual impairments goes to a 
grocery store to purchase milk, they will be unable to identify which milk carton contains whole milk, 2%, or 
soy without assistance from another person, or an app on your smartphone. This is just one of many examples 
in which the ability to read text quickly and seamlessly would be extremely beneficial, and we envision a better 
way to accomplish this task. 
 
Our target market for our product will be people with severe visual impairments, without the ability to read 
from any distance. This can range from some visual ability, but without the ability to read, to complete 
blindness with no visual ability at all. Our solution for this group is an eyewear device that has the ability to 
capture an image using a built-in camera, identify and read text from the image, and finally convert that text to 
speech and play it in your ear. This system will be wearable, always ready at the push of a button, and a 
user-friendly way to assist with reading text. Although the scope of our project is confined to reading text for 
now, the potential is much greater, and we envision that this system can be extended to run many other 
computer vision detection tasks in the future. However, even in its most simple state, we believe that the value 
will still be substantial. 
 
Partial inspiration for this project came from an existing app called “Be My Eyes” [2]. This app already serves 
almost 200,000 people with visual impairments, by connecting them with a sighted volunteer over a video call. 
This allows the person with low vision to ask questions and receive feedback from a sighted volunteer. Although 
this system is simple and gained some attention, it doesn’t accomplish the goal of full integration and 
independence because it relies on a network of sighted volunteers for the service to function. There may also be 
a delay between requesting a volunteer and receiving one, and requires you to navigate to the app before getting 
assistance. We can improve upon this by providing the same benefits, but in a ready-to-use, simple package, and 
without the need for a volunteer network. Another benefit we provide over “Be My Eyes” is ease of use. It 
would be more difficult for someone with complete blindness to use the app properly, because it involves 
navigating to the app and a smartphone. Our product will be much more accessible, without any need to 



navigate a smartphone. The product will always be ready to use, and more physically intuitive, because the user 
will only need to point their head towards whatever they want dictated. 
 
To accomplish our text recognition task, we require a computer vision model to recognize and identify words in 
an image, which is known as Optical Character Recognition, or OCR. We’re confident in our ability to do this 
because this has been a huge area of development for the past several decades, and there are many open source 
resources that can accomplish this at a very high accuracy rate, including OpenCV Tesseract [9], Google OCR 
[7], and Kraken OCR. These are well-established and documented, and will help us accomplish our task 
effectively. 
 
Next, in order to dictate the text to the visually impaired user, we must convert that text string into a speech 
signal using a Text-to-Speech system, or TTS. TTS is another highly developed area, commonly used in voice 
assistants and other text dictation tools. 
 

1.2 Visual Aid 
 

 
Figure 1: Example usage of Eyewear Device 



 
Figure 2: Captured Image with Text Detected 

 
1.3 High-Level Requirements 

 
ǒ The speech produced by the device must have a word accuracy of above 90% on clear, unobstructed 

text, and above 75% for several surface distances up to a meter away, on a variety of surface textures, 
text styles, and text clarity. 

ǒ The glasses must weigh between 30-70 grams, and be comfortable enough for regular wear. 
ǒ The device must be reliable (powered and functional) for 30+ translations (2.5 uses per hour for a 12 

hour period). 
 

2 Design 
 
For design purposes, our block diagram has been designed with modularity in mind so that testing of different 
modules could be done independent of other components. We have identified 4 main modules essential for our 
project to function as proposed. The control unit will control the I/O of the project, sending the correct signals 
to modules when needed. There are two peripheral modules, the camera module and speaker module, which 
will handle the visual and audio components of the project. Within the camera module, the Raspberry Pi is 
responsible for the computer vision task. The power supply module will power all hardware.  



 
 

Figure 3. Block Diagram  
 

2.1 Physical Design 
 
The physical design is comprised of two main components, the wearable sunglasses and pocket module. The 
sunglasses will have the camera and PCB board built into the sunglasses, one on each side to distribute weight 
for stability reasons. Two wires (which will run down the sides of the glasses) will connect the pcb and the 
camera to the pocket module where the power supply and image processing component is held. 




