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INTRODUCTION

In a recently published paper, Liporace [6] derived a method for estimating the parameters of a broad class of elliptically symmetric probabilistic functions of a Markov chain. The corollary to that work presented here was motivated by the desire to use this general technique to model the speech signal for which it is known [4], [8] that, unfortunately, certain of its most useful parameterizations do not possess the prescribed symmetry. Since any continuous probability density function can be approximated arbitrarily closely by a normal mixture [9], it is reasonable to use such constructs to avoid the restrictions imposed by the requirement of elliptical symmetry. In this correspondence we adapt the method and proof of [6] to two types of mixture densities.

NOMENCLATURE

Throughout this presentation we shall, where possible, adopt the notation used in [6]. Consider an unobservable $n$-state Markov chain with state transition matrix $A = [a_{ij}]_{n \times n}$. Associated with each state $j$ of the hidden Markov chain is a probability density function $b_j(x)$, of the observed $d$-dimensional random vector $x$. Here we shall consider densities of the form

$$b_j(x) = \sum_{k=1}^{m} c_{jk} N(x, \mu_{jk}, U_{jk})$$

where $m$ is known; $c_{jk} \geq 0$ for $1 \leq j \leq n, 1 \leq k \leq m$; $\sum_{k=1}^{m} c_{jk} = 1$ for $1 \leq j \leq n$; and $N(x, \mu, U)$ denotes the $d$-dimensional normal density function of mean vector $\mu$ and covariance matrix $U$.

It is convenient then to think of our hidden Markov chains as being defined over a parameter manifold $\Lambda = [\mathcal{A}^n \times \mathcal{A}^m \times \mathcal{B}^d \times \mathcal{B}^d]$, where $\mathcal{A}^n$ is the set of all $n \times n$ row-wise stochastic matrices; $\mathcal{A}^m$ is the set of all $m \times n$ row-wise stochastic matrices; $\mathcal{B}^d$ is the usual $d$-dimensional Euclidean space; and $\mathcal{B}^d$ is the set of all $d \times d$ real symmetric positive definite matrices. Then for a given sequence of observations, $O = O_1, O_2, \ldots, O_T$, of the vector $x$ and a particular choice of parameter values $\lambda \in \Lambda$, we can efficiently evaluate the likelihood function, $L_\lambda(O)$, of the hidden Markov chain by the forward-backward method of Baum [1].

The forward and backward partial likelihoods, $a_i(j)$ and $b_i(i)$, are computed recursively from

$$a_i(j) = \sum_{j=1}^{n} a_{i-1}(i) a_{ij} b_j(O_j)$$

and

$$b_i(j) = \sum_{j=1}^{n} a_{ij} b_j(O_{j+1}) b_{i+1}(j)$$

respectively. The recursion is initialized by setting $a_0(1) = 1$, $a_0(j) = 0$ for $2 \leq j \leq n$ and $b_T(i) = 1$ for $1 \leq i \leq n$, whereupon we may write

$$L_\lambda(O) = \sum_{i=1}^{n} \sum_{j=1}^{n} a_{i}(i) a_{ij} b_j(O_j) b_{i+1}(j)$$

for any $t$ between 1 and $T - 1$.

THE ESTIMATION ALGORITHM

The parameter estimation problem is then one of maximizing $L_\lambda(O)$ with respect to $\lambda$ for a given $O$. One way to maximize $L_\lambda$ is to use conventional methods of constrained optimization. Liporace, on the other hand, advocates a reestimation technique analogous to that of Baum et al. [1], [2]. It is essentially a mapping $\mathcal{F}: \Lambda \rightarrow \Lambda$ with the property that

$$\nabla L_\lambda(O) = 0$$

Thus a recursive application of $\mathcal{F}$ to some initial value of $\lambda$ converges to a local maximum (or possibly an inflection point) of the likelihood functions. Liporace’s result [6] relaxed the original requirement of Baum et al. [2] that $b_j(x)$ be strictly log concave to the requirement that it be strictly log concave and/or elliptically symmetric. We will further extend the class of admissible pdf’s to mixtures and products of mixtures of strictly log concave and/or elliptically symmetric densities.

For the present problem we will show that a suitable mapping $\mathcal{F}$ is given by the following equations:

$$\bar{a}_{ij} = \mathcal{F}(a_{ij}) = \sum_{i=1}^{T-1} a_{i}(i) a_{ij} b_j(O_{i+1}) b_{i+1}(i)$$

and

$$\bar{b}_{i} = \mathcal{F}(b_i) = \sum_{i=1}^{T-1} b_i(i)$$

Proof of the Formulas: Equations (6) and (7) for the reestimation of $a_i(j)$ and $b_i(i)$ follow directly from a theorem of Baum and Sell [3] because the likelihood function $L_\lambda(O)$ given in (4) is a polynomial with nonnegative coefficients in the variables $a_{ij}$, $b_j$, $1 \leq i, j \leq n, 1 \leq k \leq m$.

To prove (8) and (9) our strategy, following Liporace, is to define an appropriate auxiliary function $Q(\lambda, \bar{\lambda})$. This function will have the property that $Q(\lambda, \bar{\lambda}) > Q(\lambda, \lambda)$ implies $L_\lambda(O) > L_\bar{\lambda}(O)$. Further, as a function of $\bar{\lambda}$ for any fixed $\lambda$, $Q(\lambda, \bar{\lambda})$ will have a unique global maximum given by (6)–(9).

As a first step to derive such a function we express the likelihood function as a sum over the set $S$, of all state sequences $S$:

$$L_\lambda(O) = \sum_{S} L_\lambda(O, S)$$

$$= \sum_{i=1}^{T} \prod_{k=1}^{m} a_{i-1,k} \sum_{j=1}^{n} c_{ij,k} N(O_i, \mu_{jk}, U_{jk})$$

(For fixed $k$, $\rho_i(j, k)$ is formally identical to $\rho_i(j)$, as defined by Liporace.)
Let us partition the likelihood function further by choosing a particular sequence, \( K = (k_1, k_2, \cdots, k_r) \), of mixture densities. As in the case of state sequences we denote the set of all mixture sequences as \( \mathcal{X} = \{1, 2, \cdots, m\}^r \). Thus for some particular \( K \in \mathcal{X} \) we can write the joint likelihood of \( O, S, \) and \( K \) as

\[
\mathcal{L}_\lambda(O, S, K) = \prod_{i=1}^{T} a_{x_i, r_i} \mathcal{N}(O_{x_i}, \mu_{r_i}, U_{r_i}) c_{r_i, k_i} \tag{12}
\]

We have now succeeded in partitioning the likelihood function as

\[
\mathcal{L}_\lambda(O) = \sum_{S} \sum_{K \in \mathcal{X}} \mathcal{L}_\lambda(O, S, K) \log \mathcal{L}_\lambda(O, S, K). \tag{13}
\]

In view of the similarity of the representation (13) to that of \( \mathcal{L}_\lambda \) in [6], we now define the auxiliary function

\[
Q(\lambda, \bar{\lambda}) = \sum_{S} \sum_{K} \mathcal{L}_\lambda(O, S, K) \log \mathcal{L}_\lambda(O, S, K). \tag{14}
\]

When the expressions for \( \mathcal{L}_\lambda \) and \( \mathcal{L}_\lambda \) derived from (12) are substituted in (14), we get

\[
Q(\lambda, \bar{\lambda}) = \sum_{S} \sum_{K} \gamma_{i, k_i} \log \mathcal{N}(O_{x_i}, \bar{\mu}_{k_i}, \bar{U}_{k_i}). \tag{15}
\]

where \( \gamma_{i, k_i} \geq 0 \). The innermost summation in (15) is formally identical to that used by Liporace in his proof, therefore, the properties which he demonstrated for his auxiliary function with respect to \( \mu \) and \( T \) hold in our case as well, thus giving us (8) and (9). We may thus conclude that (5) is correct for \( \mathcal{X} \) defined by (6)-(9). Furthermore, the parameter separation made explicit in (12)-(15) allows us to apply the same algorithm to mixtures of strictly log concave densities and/or elliptically symmetric densities as treated by Liporace in [6].

**Discussion**

In [6] Liporace notes that by setting \( a_{ij} = p_j, 1 \leq j \leq n, \forall i \), the special case of a single mixture can be treated. It is natural then to think of using a model with \( n \) clusters of \( m \) states, each with a single associated Gaussian density function as a way of treating the Gaussian mixture problem considered here.

The transformation can be accomplished in the following way. First we expand the state space of our \( n \)-state model as shown in Fig. 1, in which we have added states \( j_0 \) through \( j_m \) for each state \( j \) in the original Markov chain. Associated with states \( j_1, j_2, \cdots, j_m \) are distinct Gaussian densities corresponding to the \( m \) terms of the \( j \)th Gaussian mixture in our initial formulation. The transitions exiting state \( j \) have probabilities equal to the corresponding mixture weights. State \( j_0 \) is a distinguished state that is entered with probability 1 from the other new states, exits to state \( j \) with probability \( a_{ij} \), and generates no observation in so doing. The transition matrix for this configuration can be written down by inspection. A large number of the entries in it will be zero or unity. As these are unaltered by (6) and (7), they need not be reestimated. Using this reconfiguration of the state diagram, Liporace’s formulas can be used in case \( b_j(x) \) is any mixture of elliptically symmetric densities. A variant on the Gaussian mixture theme results from using \( b_j(x) \) of the form of a product of mixtures,

\[
b_j(x) = \prod_{k=1}^{D} \sum_{k, j} \alpha_{k, j} \mathcal{N}(x_j, \mu_{k, j}, U_{k, j}). \tag{16}
\]

What we have considered so far is the special case of (16) for \( D = 1 \).

From the structure of our derivation it is clear that for hidden Markov chains having densities of the form (16), reestimation formulas can be derived as before by solving \( \nabla Q(\lambda, \bar{\lambda}) = 0 \). Such solutions will yield results quite analogous to (6)-(10). Note that this case too can be represented as a reconfiguration of the state diagram.

One numerical difficulty which may be manifest in the methods described is the phenomenon noted by Nadas [7] in which one or more of the mean vectors converge to a particular observation while the corresponding covariance matrix approaches a singular matrix. Under these conditions, \( \mathcal{L}_\lambda(O) \to \infty \) but the value of \( \lambda \) is meaningless. A practical, if unedifying, remedy for this difficulty is to try a different initial \( \lambda \). Alternatively, one can drop the offending term from the mixture since it is only contributing at one point of \( \lambda \).

Finally, we call attention to two minor facets of these algorithms. First, for flexibility in modeling, the number of terms in each mixture may vary with state, so that \( m \) in (1) could as well be \( m_j \). A similar dependence on dimension results if \( m \) in (16) is replaced by \( m_j \). In either case, the constraints on the mixture weights must be satisfied.

Second, for realistic numbers of observations, for example, \( T \geq 5000 \), the reestimation formulas will underflow on any existing computer. The basic scaling mechanism described in [5] can be used to alleviate the problem but must be modified to account for the fact that the \( pt/3 \), product will be missing the \( t \)th scale factor. To divide out the product of scale factors, the \( t \)th summand in both numerator and denominator of (7), (9), and (10) must be multiplied by the missing coefficient.

At this writing numerical experiments based on Monte Carlo simulations and classification experiments using real speech signals are being conducted. We hope to report the results of these studies upon their completion.
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