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Instructions

This exam is closed book and closed
notes except that two 8.5”×11” sheets
of notes is permitted: both sides may
be used. No electronic equipment (cell
phones, etc.) allowed.

The exam consists of seven problems
worth a total of 100 points. The prob-
lems are not weighted equally, so it is
best for you to pace yourself accord-
ingly. Write your answers in the spaces
provided, and reduce common fractions
to lowest terms, but DO NOT convert
them to decimal fractions (for example,

write
3

4
instead of

24

32
or 0.75).

SHOW YOUR WORK; BOX YOUR AN-
SWERS. Answers without appropri-
ate justification will receive very little
credit. If you need extra space, use
the back of the previous page. Draw
a small box around each of your final
numerical answers.

Grading

1. 15 points

2. 15 points

3. 10 points

4. 18 points

5. 14 points

6. 18 points

7. 10 points

Total (100 points)



1. [15 points] A bag contains 4 orange and 6 blue t-shirts. Two t-shirts are chosen from
the bag at random and moved into a second bag, which already contains one orange
t-shirt. Then a t-shirt is chosen from the second bag at random.

(a) Let X denote the number of blue t-shirts moved from the first bag to the second
bag. Find the pmf of X.

(b) What is the probability the t-shirt chosen from the second bag is blue?

(c) What is the conditional probability that X = 2 given the t-shirt drawn from the
second bag is blue?
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2. [15 points] Buses arrive at a station starting at time zero according to a Poisson
process (Nt : t ≥ 0) with rate λ, where Nt denotes the number of buses arriving up to
time t.

(a) Given exactly one bus arrives during the interval [0, 3], find the probability it
arrives before time t = 1. Show your work or explain your reasoning.

(b) What is the probability that there is a bus arriving exactly at time t = 1?

(c) Suppose Alice arrives at the station at time T , which is uniformly distributed on
[0, 1] and independent of the bus arrival process. She decides to wait one unit of
time. If no bus arrives while she waits, she walks home. What is the probability
Alice ends up walking home?
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3. [10 points] Consider a binary hypothesis testing problem with observation X. Under
H0, X ∼ Exp(2), while under H1, X has pdf fX(u) = 1

2
e−|u| for all u ∈ (−∞,∞).

(a) Determine the ML rule.

(b) Determine pfalse alarm for the ML rule.
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4. [18 points] Let X and Y be jointly continuous random variables with joint pdf

fX,Y (u, v) =

{
cuv 0 ≤ v ≤ 2, 0 ≤ u ≤ v2

0 else,

for a constant c. You may leave this problem’s answers in terms of c, except part (a).

(a) Determine the value of the constant c.

(b) Obtain the marginal pdf fX(u) for all u.

(c) Obtain the conditional pdf fY |X(v|u) for all u and v (indicate where it is unde-
fined).
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(d) Are X and Y independent? Explain why or why not.

(e) Obtain E
[

1
XY

]
.
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5. [14 points] The two parts of this problem are unrelated.

(a) Let U ∼ Uniform(0, 1), and let X have pdf fX(v) = 3
8
v2 for −2 ≤ v ≤ 0. Obtain

a function g(·) such that g(U) has the same pdf as X.

(b) Let X and Y be jointly uniform on the set S = [0, 1] × [0, 2] = {0 ≤ u ≤ 1, 0 ≤
v ≤ 2}. Let Z = Y eX and obtain the CDF of Z, FZ(c), for all c. (Note: recall
that e ≈ 2.72.)
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6. [18 points] Let X and Y be jointly uniform on the set S = [0, 1]×[0, 1]
⋃

[2, 3]×[2, 3] =
{{0 ≤ u ≤ 1, 0 ≤ v ≤ 1}

⋃
{2 ≤ u ≤ 3, 2 ≤ v ≤ 3}. You may use the fact that µX = 3

2

and σ2
X = 13

12
.

(a) Obtain P{X + Y ≥ 1}.

(b) Obtain Cov(X, Y ) and Cov(−2X + 3, 4Y − 2X).

7



(c) Obtain the best MMSE unconstrained estimator of Y from X, Ŷ = g∗(X) and its
corresponding MMSEg∗ .

(d) Obtain the best MMSE linear estimator of Y from X, Ŷ = L∗(X) = Ê[Y |X] and
its corresponding MMSEL∗ .
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7. [10 points] (2 points per answer)
No partial credit. In order to discourage guessing, 2 points will be deducted for each
incorrect answer (no penalty or gain for blank answers). A net negative score will
reduce your total exam score.

(a) Let X and Y be jointly random variables

TRUE FALSE
� � If X and Y are independent then E

[
Y eX

]
= E[Y ]eE[X].

� � If V ar(X + Y ) = V ar(X) + V ar(Y ) then X and Y are uncorrelated.

� � If fY |X(0|0) = fY (0) then X and Y are independent.

� � If FX,Y (1, 2) = 0.5 and FX,Y (1, 1) = 0.25 then P{1 < Y ≤ 2} = 0.25.

� � If X and Y are uncorrelated, then the best unconstrained
MMSE estimator g∗(X) = E[Y ].
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You may use this sheet for additional calculations but do not separate this sheet from
the rest of the exam.
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