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1.(a)
The probability density function of P is fP(u)=1 for 0 < u < 1, and 0 elsewhere. Thus P[0.3 ≤ P ≤ 0.7]=0.4.

(b)
Let A={6 heads in 10 tosses}. We need to first find fP|A(u). Using the Bayes’ formula and the fact that      P[A | P = u] = u. 

fP|A(u)  = 
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Thus, 

P[0.3 ≤ P ≤ 0.7 | A]   =
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2.(a)
We place n = 100 points, in an interval of length T = 1, and we want ka = 1 point in the interval (0,0.1) of length ta = 0.1. Thinking of it as the repeated trial of the experiment of placing a single point in the interval (0,1), each point placed has a probability p = ta/T = 1/10 of being in the interval (0,0.1). Thus the required probability is 

P{exact} = 
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(b)
Using the Poisson approximation 

P{approximate} = 
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3.(a) 
In the figure below, I use • to denote a probability mass of 1/12 and • to denote a probability mass of 1/6.
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(a)
pX(0) = 1/6 + 1/12 = 1/4, pX(1) = 1/3, pX(3) = 1/4, pX(5) = 1/6. 


pY(–1) = 2(1/12 + 1/6 = 1/3, pY(3) = 1/3, pY(4) = 1/3.

(b)
Since, for example, pX(3)pY(3) = (1/3)((1/4) =1/12 ≠ pX,Y(3,3) = 0, the random variables are not independent.  We can also see this via the eyeball test: there are empty spots in the grid.

(c)
P{X ≤ Y} = pX,Y(0,3) + pX,Y(1,3) + pX,Y(1,4) + pX,Y(3,4) = 1/2.
P{X + Y ≤ 8} = 1 – pX,Y(5,4) = 11/12.

(d)
Given Y = 3, X takes on values 0, 1 and 5 with conditional probabilities (1/6)/(1/3), (1/12)/(1/3), and (1/12)/(1/3), that is, 1/2, 1/4 and 1/4 respectively.  Hence, E[X|Y=3] = 0•(1/2) + 1•(1/4) + 5•(1/4) = 3/2,
and E[X2|Y=3] = 02•(1/2) + 12•(1/4) + 52•(1/4) = 26/4, giving var(X|Y=3) = 26/4 – 9/4 = 17/4.

4.
See Chapter 5 of 97 Lecture notes, or Slide 31 of 00 Power Point Slides by Dr. Sarwate.  The pmf of Y is Poisson with parameter p.  If Y = k, then there must have been at least k -particles emitted by the source, i.e. we know that X takes on values k and larger only.  It turns out that, conditioned on Y = k, we can express X as k + Z where Z is a Poisson random variable with parameter (1–p).  The conditional pmf of X given Y = k is thus a Poisson pmf shifted k places to the right: P{X = k+n} = exp(–(1–p))[(1–p)]n/n! for n = 0, 1, 2, …

5.(a) 
The pdf is nonzero in the shaded region shown.
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(b) 
fX(u) =  EQ \I(v=u,v=∞, )  2 exp (–u–v) dv = 2•exp(–2u) if u > 0, and 0 otherwise.


fY(v) = EQ \I(u=0,u=v, ) 2 exp (–u–v) du = 2•exp(–v) – 2•exp (–2v) if v > 0, and 0 otherwise.

(c)
The random variables are not independent: fX(u)fY(v) ≠ fX,Y(u,v).

(d)
P{Y > 3X} = EQ \I(u=0,∞, ) \I(v=3u,v=∞, )  2exp(–u–v)dvdu = EQ \I(u=0,∞, )  2exp(–4u)du = 1/2.

(e)
P{X + Y < } =  EQ \I(u=0,a/2, )   \I(v=u,v=a–u, )  2e–u–vdvdu = EQ \I(u=0,u=a/2, )  2e–u[e–u–e–+u]du = 1 – (1 + )exp(–) for  > 0.
The probability is 0 for  ≤ 0.

(f)
fX+Y() =  EQ \F(d,da) [1 – (1 + )(exp(–)] = •exp (–) for  > 0, and 0 otherwise.  This is a gamma density with parameters (2,1).

4.
The jointly continuous random variables X and Y have joint pdf


fX,Y(u,v) =  EQ \B\LC\{(\A\AL(\L(1/2,
0 ≤ u < 1, 0 ≤ v < 1, and 0 ≤ u + v < 1),\L(3/2,
0 ≤ u < 1, 0 ≤ v < 1, and 1 ≤ u + v < 2),\L( 0,
otherwise.))) 

Find fX(u), P{X + Y ≤ 3/2} and P{X2 + Y2 ≥ 1}.
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6.
The joint pdf has values as shown in the two triangular regions. 

(a)
fX() = area of cross–section at  = sum of areas of two rectangles = (1/2)(1 – ) + (3/2) = (1/2) + , for 0 ≤  ≤ 1, and 0 if  < 0 or  > 1.

(b)
P{X + Y ≤ 3/2} = 1 – P{X + Y > 3/2} = 1 – volume above heavy line in middle figure above
= 1 – (1/2)((1/2)((1/2)((3/2) = 13/16.

(c)
P{X2 + Y2 ≥ 1} = Volume outside heavy curve in right–hand figure above = (1 – π/4)((3/2) = 3/2 – 3π/8. (Alternatively, volume inside the curve is (1/2)2 + (π/4 – 1/2)(3/2 = 3π/8 – 1/2)

5.
Let X and Y denote independent N(0, 2) variables.

(a)
What is the joint pdf fX,Y(u,v) of X and Y?

(b)
Sketch the u-v plane and indicate on it the region over which you need to integrate the joint pdf in order to find P{X2 + Y2 > 2}.  Then, compute P{X2 + Y2 > 2}.  Hint: read the Solutions to Problems 4(b) of Problem Set #1 and Problem 2(a) of Problem Set #10.

(c)
Now, let Z = X2 + Y2 denote the squared distance of the random point (X, Y) from the origin.  Use the result of part (b) to deduce the pdf of Z.


From here onwards, assume 2 = 1 so that X and Y are independent unit Gaussian RVs.

(d)
Express P{|X| > } in terms of the complementary unit Gaussian CDF function Q(x), and use this to write P{|X| > , |Y| > } in terms of Q(x). (Remember commas mean intersections).

(e)
Sketch the u-v plane and show on it the region over which you must integrate the joint pdf to ﬁnd P{|X| > , |Y| > }.  Compare the sketches in parts (b) and (d) to deduce that
P{|X| > , |Y| > } ≤ P{X2 + Y2 > 22}.

(f)
Show that the inequality of part (d) implies that Q(x) ≤ (1/2)•exp(–x2/2) as was proved earlier in Problem 2(b) of Problem Set #10.

7.(a) 
Since X and Y are independent random variables, their joint pdf is the product of their (marginal) pdfs:  fX,Y(u,v) = (1/ EQ \R(2π) )•exp(–u2/22)•(1/ EQ \R(2π) )•exp(–v2/22) = (1/2π2)•exp(–(u2+v2)/22) for all u, v.

(b)
The region is the exterior of the circle of radius  as indicated in the left hand sketch below.
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P{X2 + Y2 > 2} = EQ \I(u2+v2 > a2, , )\I( , , )(2πs2) –1•exp(–u2–v2)/22 du dv =
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(c)
For  ≥ 0, P{Z > } = P{X2 + Y2 > } = exp(–/22) = 1 – FZ().  Hence fZ() = (1/22)•exp(–/22) for  ≥ 0, and 0 elsewhere.  Note that this is an exponential pdf with parameter (1/22).

(d)
Assuming  ≥ 0, P{|X| > } = P{X > } + P{X < –} = 2•Q().  (It would be 2•Q(/) in general).  Hence, P{X> , Y > } = P{X> }P{Y > } (by independence) = 4•Q2()

(e)
The region is the four quadrants with corners at (±, ±) as indicated in the right-hand sketch above.  This region is a subset of the exterior of the circle of radius  EQ \R(2) .  Hence,
P{X > , Y > } ≤ P{X2 + Y2 > 22}.

(f)
P{X > , Y > } = 4Q2()  P{X2 + Y2 > 22} = P{X2 + Y2 > 
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}=exp(– from the result in part (b). It follows that Q( (1/2)(exp(–as shown in Problem 4(b) of Problem Set #6.

8.(a)
P{R ≤ } is the double integral of the joint pdf over the disc of radius .  Changing to polar coordinates, we get P{R ≤ } =  EQ \I(0,a, ) \I(0,2π, )  g(r) r d dr =   EQ \I(0,a, )  2π g(r) r dr.

(b)
Since only the upper limit depends on  and has derivative = 1, we get that  EQ \F(d,du) P{R ≤ } is the integrand evaluated at the upper limit, viz. 2π••g() for  ≥ 0.

(c)
For the uniform distribution on the unit disc, g(r) = (1/π) for 0 ≤ u < 1.  Hence, the pdf of R is 2 for
0 ≤  < 1, and 0 otherwise.  It is easily shown that this is a valid pdf.
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(d)
 EQ \R(1–u2–v2)  has value  EQ \R(1–r2)  at all points (u,v) on a circle of radius r < 1.  Thus, as can be deduced from the left-hand ﬁgure below, the surface  EQ \R(1–u2–v2)   is a hemisphere of radius 1, and thus has volume 2π/3.  Consequently, the pdf surface encloses a volume 2πC/3 = 1 between itself and the u-v plane, giving that
C = 3/2π.  Exercise: so what is the actual shape of the pdf called?


For those who cannot think geometrically but prefer to act integrally, a direct evaluation of the volume begins by setting up the integral via the middle ﬁgure above.  For ﬁxed v, –1 < v < 1, u varies between – EQ \R(1–v2)  and + EQ \R(1–v2) .  The double integral is converted to polar coordinates and evaluated as shown below.


 EQ \I(v=–1,1, )  \I(u =–\R(1–v2),+\R(1–v2), ) C EQ \R(1–u2–v2)  dudv =  EQ \I(r=0,1, )  \I(q=0,2π, ) C EQ \R(1–r2)  r d dr = 2πC EQ \I(r=0,1, )\R(1–r2)  r dr = – EQ \F(2πC,3)(1–r2) 3/2 EQ \B\LC\|(\A(1, ,0)) =  EQ \F(2πC,3)  giving C = 3/2π upon equating the volume to 1.

(e)
Here, g(r) = (3/2π) EQ \R(1–r2)  and hence P{X2 + Y2 < 0.25} = P{R ≤ 0.5} =  EQ \I(r=0,0.5, ) 2π•r•(3/2π) EQ \R(1–r2)  dr
= 3 EQ \I(r=0,0.5, ) r  EQ \R(1–r2)  dr = –(1–r2)3/2 EQ \B\LC\|(\A(0.5, ,0)) = 1 –  EQ \F(3\R(3),8) .

2.
One way of deﬁning a “random chord” of a circle is to choose the midpoint of the chord to be anywhere inside the circle with equal probability.  The chord is perpendicular to the diameter of the circle that passes through the chosen point. Thus, let the random point (X,Y) — denoting the midpoint of the chord — be uniformly distributed on the unit disc of Problem 1(c).

(a)
Find the probability that the length L of the random chord is greater than the side of the equilateral triangle inscribed in the circle.  [Hint: draw the triangle and the circle!]

(b)
Express L as a function of the random variable (X, Y) and find the probability density function for L.

(c)
Find the average length of the chord, i.e. ﬁnd E[L].
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3.
Two resistors are connected in series to a one-volt voltage source as shown in the right-hand diagram above.  Suppose that the resistance values R1 and R2 (measured in ohms) are independent random variables, each uniformly distributed on the interval (0, 1).  Find the pdf fI(a) of the current I (measured in amperes) in the circuit.

9.
I = 1/(R1+R2) takes on values in the range (1/2, ∞). Now, FI(a) = P{I a} = P{1/(R1+R2) a}
= P{R1+R2 (a–1}.  Now, 1 < a < ∞ implies that a–1 < 1 while 1/2 < a < 1 implies that 1 < a–1 < 2.  Thus, we have the two cases to consider as illustrated in the figure below.
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It follows readily from the diagrams that 
FI(a) =  EQ \B\LC\{(\A\AL(\L(0,

a < 1/2,),\L((2 – a–1)2/2,
1/2 £ a £ 1,),\L(1 – a–2/2,
1 < a < ∞,)))  ( fI(a) =  EQ \B\LC\{(\A\AL(\L(2a–2 – a–3,
1/2 £ a £ 1,),\L(a–3,

1 < a < ∞,))) 
4.
Let (X, Y) have joint pdf fX,Y(u, v) =  EQ \B\LC\{(\A\AL\CO2(\L(2u, ),\L(
0 < u < 1, 0 < v < 1, ),\L(0, ),
elsewhere.))  
Find the pdf of Z = X2Y.

10.
Z = X2Y.  Then, 0 < Z < 1, and for 0 <  < 1,
P{Z > } = P{X2Y > }
= EQ \I(u=\R(a),1, )   \I(v=a/u2,1,2u dv du)  = EQ \I(u=\R(a),1,2u(1 – a/u2) ) du 
= u2 – 2•ln u EQ \B\LC\|(\A(1, ,\R(a))) = (1–)–(2ln1–2ln
[image: image8.wmf]a

). 
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Hence, 1 – FZ()= 1 –  + •ln  for 0 <  < 1, and the pdf fZ() is given by –ln , 0 <  < 1, and 0 elsewhere.  Quick check: Since 0 <  < 1, ln  is negative, and hence fZ() > 0 for 0 <  < 1.  Furthermore, FZ() =  – •ln  approaches 1 as  approaches 1.  In short, we have obtained a valid pdf.


_1121033289.unknown

_1121035403.unknown

_1121037126.unknown

_1121037967.unknown

_1121036195.unknown

_1121036720.unknown

_1121036196.unknown

_1121036194.unknown

_1121033912.unknown

_1121034430.unknown

_1121035134.unknown

_1121033649.unknown

_1117229487.unknown

_1121033145.unknown

_1117229485.unknown

_1117229484.unknown

