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Problem 1 (25 pts) – For each of the following parts, provide a short answer in the space 

provided. Show your work and a justification for your answer to get partial credit. 

 

Part A (7 pts):  We conduct an experiment where a single trial, i.e., a sample, consists of 

both Homa throwing a fair die (with 6 faces) and Keywhan throwing 2 fair coins.  

 

I. (2 pts) Provide at least one example outcome of a trial (a single sample). What is 

the size of the sample space for this experiment?  

Sample Space = {(1, T, T), (1, T , H), (1, H, H), …, (6, T, T),(6, T, H) , (6, H, H) } 

           Sample Space Size = 6 (faces) * 4 (2 coins)= 24 

           
Let event A be “Homa getting an even number from a single throw of the die” and B be 

“Keywhan getting 2 heads from a throw of the 2 coins”. 

 

II. (2 pts) Test if events A and B are independent. Show your work. 

Is independent 

 P(A) = ½  P(B) = ¼   

 P(A∩B) = 3/24 = 1/8 = P(A)P(B) 

             A∩B = {(2, H, H), (4, H, H), (6, H, H)}   

 

III. (1 pts) Test if events A and B are mutually exclusive. Show your work. 

            P(A∩B) = 1/8 ≠ ϕ 

 

 

IV. (2 pts) Define an event C such that A and C are mutually exclusive.  

A: Homa gets an even number from a single throw of a dice = {2, 4, 6} 

C: Homa gets an odd number from a single throw of a dice = {1, 3, 5} 

 
 

Part B (6 pts): The following is the block diagram of a parallel-series system, composed 

of identical components whose time to failure is exponentially distributed with parameter 

λ. Calculate the reliability and hazard functions in terms of exponential distributions and 

determine the MTTF of the system.  
 

 
Reliability Function: R(t) = R.(1- (1-R)2).R = 2R3 – R4 = 2𝑒−3𝜆𝑡 − 𝑒−4𝜆𝑡 

 

 
 

Mean time to failure (MTTF): E[T] 

 = ∫ 𝑅(𝑡)𝑑𝑡 =
∞

0
∫ 2𝑒−3𝜆𝑡 − 𝑒−4𝜆𝑡𝑑𝑡 =

2

3𝜆
−

1

4𝜆
=

5

12𝜆

∞

0
 

 

 

Hazard Function: h(t) = 
𝑓(𝑡)

𝑹(𝑡)
 =>   𝑓(𝑡) = −𝑅′(𝑡) = 6𝑒−3𝜆𝑡 − 4𝑒−4𝜆𝑡   =>    ℎ(𝑡) =

6𝑒−3𝜆𝑡−4𝑒−4𝜆𝑡

2𝑒−3𝜆𝑡−𝑒−4𝜆𝑡  
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Problem 1, continued: 

 

Part C (6 pts) Suppose a total of 1000 Piazza posts are made during a semester, of which 

60% are from students and the rest are from the instructors. Of the total posts, 30% were 

posted before the midterm. We define the following random variables: 

 

𝑊𝑘 = {
1 , 𝑖𝑓 𝑡ℎ𝑒 𝑘𝑡ℎ 𝑃𝑖𝑎𝑧𝑧𝑎 𝑝𝑜𝑠𝑡 𝑖𝑠 𝑓𝑟𝑜𝑚 𝑎 𝑠𝑡𝑢𝑑𝑒𝑛𝑡
0 , 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

 

𝑅𝑘 = {
1 , 𝑖𝑓 𝑡ℎ𝑒 𝑘𝑡ℎ 𝑃𝑖𝑎𝑧𝑧𝑎 𝑝𝑜𝑠𝑡 𝑤𝑎𝑠 𝑚𝑎𝑑𝑒 𝑏𝑒𝑓𝑜𝑟𝑒 𝑡ℎ𝑒 𝑚𝑖𝑑𝑡𝑒𝑟𝑚
0 , 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

 

Assume Wk and Rk are independent random variables. 

 

(a) Circle the distribution that best describes Wk and Rk: 

 

 |  Binomial  |  Geometric  |   Bernoulli  |  Uniform  | 

 

(b) Var(𝑊𝑘) = ? 

     𝑉𝑎𝑟(𝑊𝑘) = 0.6(1 − 0.6) , 1pt 

 

(c) Var(∑ Wk
1000
𝑘=0 ) = ? 

     𝑉𝑎𝑟(∑ 𝑊𝑘) 1000
𝑘=1 = ∑ 𝑉𝑎𝑟(𝑊𝑘)1000

𝑘=1 = 1000𝑉𝑎𝑟(𝑊𝑘), 2pt 

 

(d) What is the covariance of 𝑊𝑘 and 𝑅𝑘 (Cov(𝑊𝑘, 𝑅𝑘))? 

Without calculation  

we know that the covariance is 0 for W and R being independent events., 2pt 

 

Part D (6 pts) If X is a normally distributed random variable with parameters 𝜇 and 𝜎, 

determine which of the following statements are TRUE and provide a short justification. 

I.  𝑍 =
(𝑋−𝜇)

𝜎
 is normally distributed with mean 0 and variance of 1. 

TRUE – 𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑛𝑜𝑟𝑚𝑎𝑙,1 pt 

 

II.  𝐹𝑍(−𝑧) = 1 − 𝐹𝑍(
𝑋−𝜇

𝜎
) 

TRUE – 𝐹𝑍(−𝑧) = 1 − 𝐹𝑍(𝑧), 2pts 

 

III.  𝑊 = 𝑎𝑋 + 𝑏 is not normally distributed. 

FALSE, 1 pt 

 

IV. If Y1, Y2, …, Yn  is a sequence of independent, identically distributed random 

variables with mean 
𝜇

𝑛
 and variance 

𝜎2

𝑛
,  then S = Y1 + Y2 + … + Yn  has the same 

distribution as X.  

TRUE – 𝐶𝑒𝑛𝑡𝑟𝑎𝑙 𝑙𝑖𝑚𝑖𝑡 𝑡ℎ𝑒𝑜𝑟𝑒𝑚 => 𝑆 𝑛𝑜𝑟𝑚𝑎𝑙𝑙𝑦 𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑒𝑑 𝑤𝑖𝑡ℎ 𝜇 𝑎𝑛𝑑 𝜎, 

2 pts 



Name:  _________________________________________________________________            4 
 

 
 

Problem 2 (16 pts) – The memory failure data in a given month for a Super Computer is 

presented in the following table. The first column records the id of the memory module 

that was determined to be faulty, and the second column records the number of days since 

startup of the system. 

 

Mem 

ID  

Days 

since 

startup 

Mem ID  

Days 

since 

startup 

Mem ID  

Days 

since 

startup 

Mem ID  

Days 

since 

startup 

A 1 
F 10 K 22 P 

26 

B 3 G 15 L 23 Q 
27 

C 3 H 19 M 23 R 
27 

D 7 I 20 N 23 S 
27 

E 8 J 20 O 
26 

 

Assuming that there were 100 memory modules functioning in the machine at the 

beginning of the month. Construct a table showing for each time interval, the failure 

density per hour and the hazard rate per hour for the data using the time interval of 7 

days. (No need to simplify fd(t), zd(t)) 

Time Interval 

(days) 

Number of Failures 

in the interval 

Failure Density 

fd(t) (/day) 

Hazard Rate 

hd(t) or zd(t) (/day) 

0 – 7 

(0 ≤ days < 7) 
3 3/(100*7) 3/(100*7) 

7 – 14 3 3/(100*7) 3/(97*7) 

14 - 21 4 4/(100*7) 4/(94*7) 

21 – 28 9 9/(100*7) 9/(90*7) 

    

 

1pt each the rest 

2pts each for hazard 
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Problem 3 (14 pts): As shown in the following figure, an observation X is drawn from a 

triangular distribution f1(x) with range [-2, 2] if hypothesis H1 is true, and is drawn from a 

uniform distribution f0(x) with range [-4, 4] if hypothesis H0 is true. Assume that the prior 

probability P(H0) is 0.8. 

 

I. (3 pts) Find the value of c, where f0(x) = c. 

 ∫ 𝑐
4

−4
= 1 => 𝑓0(𝑥) =

1

8
    

 

 

 

 

 

 

  

 

 

 

 

II. (5 pts) Use the figure above to find the ML decision rules and describe the rules in 

terms of X by filling in the following table. 

 

 

III. (6 pts) Shade the false alarm and miss detection regions for the ML rule on the figure. 

Calculate the error probabilities for both ML rules by filling in the following table. 

 
  ML Decision Rule MAP Decision Rule 

(Bonus) 

Part 

II 

H0     1.5  < X   or   X < -1.5 For all X 

H1 -1.5 ≤ X  and  X ≤ 1.5 – 

Part 

III 

Miss Detection Probability ½ * 1 * 1/8 1 

False Alarm Probability 3 * 1/8 0 

Error Probability 0.2 * 1/16 + 0.8 * 3/8 0.2 

 

Bonus (5 pts): Repeat parts II and III for MAP decision rule. 

 

 

 

 

 

x 

f0(x) 

f1(x)  

 -4          -2  -1.5              1.5    2           4 

 0.5            

 c            
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Problem 4 (12 pts) – Suppose an office has a single printer and a stack of 10 cartridges in 

the supply room. Let X be the number of pages that can be printed using a single toner 

with a mean of 1,000 pages. 

 

I. (2 pts) Find the average number of pages that can be printed using the 10 

cartridges. 

 

10E[X] = 10,000 

 

 

II. (3 pts) Estimate an upper bound for the probability that at least 30,000 pages can 

be printed. 

P(X ≥  30,000) ≤
E[X]

30,000
=

10,000

30,000
=

1

3
= 0.33 

 

III. (3 pts) Suppose that we also know that the variance of pages that can be printed 

using the 10 toners is 8,100. Estimate a lower bound for P(|X – 10,000| < 100) 

K = 100 

P( -100 < X – 10,000 < 100) = 1 – P{|X – E[X]| ≥ 100)   

P{|X – E[X]| ≥ 100) ≤ 8100/10000 = 0.81 

P{|X – E[X]| < 100) > 1 – 0.81 = 0.19 

             

 

 

IV. (4 pts) If the numbers of pages that can be printed by cartridges are independent 

from each other, approximate the probability that the total number of pages that 

can be printed exceeds 10,180 using the central limit theorem. 

 

 

𝑝 = 𝑃 {
𝑋1 + ⋯ + 𝑋10 − 10,000

90
≥

10,180 − 10,000

90
} = 𝑃{𝑍 ≥ 2} = 1 − 𝜙(2)

= 1 − 0.9772 = 0.023 
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Problem 5 (18 pts) – Recall Problem 5 from midterm exam. The ECE 313 class is 

scheduled to start at 8:00am, but the instructor will not start the lecture until at least 3 

students are present in the class. Now suppose that the start time of the class is also 

dependent on the functionality of the projector, i.e., the lecture cannot be started until the 

projector is working. 

 

Suppose between 7:55am - 8:00am, the ECE 313 students arrive to the class with a rate 

of two students per minute. The student inter-arrival times are exponentially distributed 

and the student arrivals are independent of each other.  

 

Suppose that from past experience, we know that on a given day, it takes on average 3 

minutes for the projector to start (T1) and 5 minutes for the instructor and TAs to resolve 

any possible problems (T2). Let the time to successfully start the projector be represented 

by T. (Hint: If the projector fails T = T1 + T2, otherwise T = T1). Assume that T1 and 

T2 are exponentially distributed and independent from each other and that the projector 

fails with a probability of p = 0.6.  

 

Part A (6 pts): Let N be the number of students that arrive between 7:55am - 8:00am. 

What is the probability of at least 3 students arriving to the class during this period 

𝑃(𝑁5 ≥ 3)?  

Since the students inter-arrival times are exponentially distributed, the number of students 

arriving within the interval is a Poisson process with parameter  = 2: 

𝑃(𝑁𝑡 = 𝑘) = 𝑒−2𝑡
(2𝑡)𝑘

𝑘!
    , 𝑘 = 0,1, 2, … 

𝑃(𝑁5 ≥ 3) = 1 − 𝑃(𝑁5 ≤ 2) = 1 − 𝑒−2(5) (
(10)0

0!
+

(10)1

1!
+

(10)2

2!
) = 1 − 61𝑒−10 = 0.997 

Part B (6 pts): What distribution best describes the time to start the projector, if the 

projector fails (T = T1 + T2)? Write the pdfs of T1 and T2 and calculate the pdf of T. 

 

T is sum of two independent sequential phases, each exponentially distributed with 

means of 3 minutes and 5 minutes. So the distribution of T is a two-stage hypo-

exponential distribution 1 = 1/3 and 2 = 1/5 and its pdf would be written as follows: 

 

𝑓(𝑡) = −
1

2
(𝑒−

𝑡
3 − 𝑒−

𝑡
5) , 𝑡 > 0 

Part C (6 pts): What is the probability that the projector starts in less than 5 minutes, 

𝑃(𝑇 ≤ 5)? (Hint: Note that depending on the condition of the projector, the time to start 

the projector changes).  

If the projector works, the time to start the project is T = T1 and exponentially distributed 

with 1 = 1/3, but if the projector fails to start, then the time to start it is T = T1+T2 and is 

a 2-stage hypo-exponential 1 = 1/3 and 2 = 1/5. We use the law of total probability to 

write the probability: 
𝑃(𝑇 ≤ 5) = 𝑃(𝑇 ≤ 5 | 𝑝𝑟𝑜𝑗𝑒𝑐𝑡𝑜𝑟 𝑤𝑜𝑟𝑘𝑠)𝑃(𝑝𝑟𝑜𝑗𝑒𝑐𝑡𝑜𝑟 𝑤𝑜𝑟𝑘𝑠) + 𝑃(𝑇 ≤ 5 |𝑝𝑟𝑜𝑗𝑒𝑐𝑡𝑜𝑟 𝑓𝑎𝑖𝑙𝑠) 
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𝑃(𝑇 ≤ 5) = 1 − 𝑃(𝑇 > 5) = 1 − [0.4 ∫ 𝑒−
𝑡
3

∞

5

+ 0.6 ∫ 2(𝑒−
𝑡
3 − 𝑒−

𝑡
5)

∞

5

] 

Part D – Bonus (3 pts): Suppose if the instructor arrives to class at 7:55am and starts the 

projector. What is the probability that the class starts on time?  

The instructor will start the lecture if at least 4 students are present in the class and the 

projector is working. So for the class to be started on time, at least 4 students should 

arrive in the 5-minutes period of 7:55-8:00am (𝑁5 ≥ 4) and the time to start the projector 

should be less than 5 (𝑇 ≤ 5). Since these two events are independent from each other, 

the probability of the class starting on time can be written as follows: 

𝑃(𝐿𝑒𝑐𝑡𝑢𝑟𝑒 𝑜𝑛 𝑡𝑖𝑚𝑒) = 𝑃(𝑇 ≤ 5). 𝑃(𝑁5 ≥ 4) 

 

Problem 6 (20 pts) – The random variables X and Y have the joint pdf: 

 

𝑓𝑋,𝑌(𝑥, 𝑦) = 𝑎𝑒−(𝑥+𝑦)    𝑓𝑜𝑟   𝟎 < 𝒚 < 𝒙 < 𝟏 

 

 

Part A (10 pts): Find the marginal pdfs of X and Y (First draw the region in which 
𝑓𝑋,𝑌(𝑥, 𝑦) is defined). 

 

𝑓𝑋(𝑥) = ∫ 𝑓𝑋,𝑌(𝑥, 𝑦)𝑑𝑦
𝑥

0

=  ∫ 𝑎𝑒−(𝑥+𝑦)𝑑𝑦
𝑥

0

= −𝑎𝑒−2𝑥 + 𝑎𝑒−𝑥 

𝑓𝑌(𝑦) = ∫ 𝑓𝑋,𝑌(𝑥, 𝑦)𝑑𝑦
1

𝑦

=  ∫ 𝑎𝑒−(𝑥+𝑦)𝑑𝑦
1

𝑦

= 𝑎𝑒−2𝑦 − 𝑎𝑒−(1+𝑦) 

 

 

 

Part B (6 pts): Find the probability of P(X + Y < 1) in terms of a (First draw the region 

of interest defined by X + Y < 1). 

 

∫ ∫ 𝑓𝑋,𝑌(𝑥, 𝑦)𝑑𝑥𝑑𝑦
1−𝑦

𝑦

0.5

0

=  ∫ 𝑎(𝑒−2𝑦 − 𝑒−1)𝑑𝑦
0.5

0

 

        = − [𝑎𝑒−1𝑦 +
𝑎

2
𝑒−2𝑦]

0.5
0

 

= 𝑎(0.5 − 𝑒−1) = 0.132a 

 

 

Part C (4 pts): For what values of a are X and Y independent? 

 

  No values of a 
  𝑓𝑋,𝑌(𝑥, 𝑦) ≠ 𝑓𝑋(𝑥)𝑓𝑌(𝑦) Hence they are not independent.  
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