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Famously in 2010, Raghavendra, Steurer and Tulsiani have shown a polynomial reduction from SSEH to UGC (proving the converse would be a breakthrough!) So we now focus on SOS methods to certify small set expansion properties!
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The above implies that if $w$ is the characteristic vector of the set $S$ then $\mu \geq \frac{1}{C}$. So for a "small set" is one with $\delta<\frac{1}{C}$ and hence it has expansion at least $\lambda-o(1)$
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But why is this expansion guarantee from the hypercontractivity assumption helpful? That is because in the important case of the Boolean hypercube this condition is easy to check!

For the Boolean hypercube $\{ \pm\}^{n}$ one can write the eigenvectors as the functions, $\left\{\chi_{S}\right\}_{S \subseteq[n]}$. And these functions $\chi_{S}$ are defined on the vertices $x \in\{ \pm 1\}^{n}$ as $\chi_{s}(x)=\prod_{i \in S} x_{i}$. And the eigenvalue of $\chi_{s}$ is $|S| / n$.
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Hence for any $\lambda$ the subspace spanned by the eigenvectors of eigenvalue at most $\lambda$ are is the subspace of $\left\{f:\{ \pm 1\}^{n} \rightarrow \mathbb{R}\right\}$ which are spanned by $\chi_{S}(x)=\prod_{i \in S} x_{i}$ such that $\operatorname{deg}\left(\chi_{S}\right)=|S| \leq \lambda n$.

This motivates the definition of the "k-junta" polynomials.

With a view towards later use we define the projector to low-degree polynomials. We will efectively showing that this projector has a bounded hypercontractive norm.
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Where $\chi_{\alpha}=\prod_{i \in \alpha} \chi_{i}$
A " $n$-variate Fourier polynomial" with degree at most $d$ is a function $f:\{ \pm\}^{n} \rightarrow \mathbb{R}$ of the form, $f=\sum_{\alpha \subseteq[n],|\alpha| \leq d} \hat{f}_{\alpha} \chi_{\alpha}$

Theorem
Over the space of $n$-variate Fourier polynomials $f$ with degree at most $d$, $\mathbb{E}\left[f^{4}\right] \leq 9^{d}\left(\mathbb{E}\left[f^{2}\right]\right)^{2}$

Theorem
Over the space of $n$-variate Fourier polynomials $f$ with degree at most $d$, $\mathbb{E}\left[f^{4}\right] \leq 9^{d}\left(\mathbb{E}\left[f^{2}\right]\right)^{2}$

The modern SOS version of this proof is inspired by a proof by Ryan O'Donnel in 2007. This proof is kind of the simplest example of how to lift proofs about functions over reals into proofs about the "fictitios random variables".

Theorem
Over the space of $n$-variate Fourier polynomials $f$ with degree at most $d$, $\mathbb{E}\left[f^{4}\right] \leq 9^{d}\left(\mathbb{E}\left[f^{2}\right]\right)^{2}$

The modern SOS version of this proof is inspired by a proof by Ryan O'Donnel in 2007. This proof is kind of the simplest example of how to lift proofs about functions over reals into proofs about the "fictitios random variables". We will actually prove a stronger theorem as in,
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Hence we have shown that,
The Boolean hypercube is a small-set expander.
(1) Colloquially one would say that this is a degree-4 SOS proof since we needed to assume the positivity of expectation of a degree 4 polynomial i.e $\left(f_{0} f_{1}-g_{0} g_{1}\right)^{2}$ as a polynomial over the "Fourier coefficients" $\hat{f}_{\alpha}$.
(2) This is a degree-2 SOS certificate since the positive quantity $\mathbb{E}\left[f^{2} g^{2}\right]-9^{\frac{d+e}{2}} \mathbb{E}\left[f^{2}\right] \mathbb{E}\left[g^{2}\right]$ is shown to be a sum over squares of a quadratic polynomial over the Fourier coefficients.
(3) For an automorphism $A$ of a vector space $V$ we define its $p \rightarrow q$, "hypercontractive norm" as $\|A\|_{p \rightarrow q}=\max _{\mathrm{v} \in \mathrm{V}} \frac{\|A v\|_{q}}{\|v\|_{p}}$. Hence we have effectively shown that there is an efficient SOS certificate for the hypercontractive norm bound, $\|\mathcal{P}\|_{p \rightarrow q} \leq 9^{d}$
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## Be wise. Generalize!

We can similarly define the projector $\mathcal{P}_{\geq \lambda}(G)$ into the subspace of a $d$-regular graph where adjacency eigenvectors are all atleast $\lambda$. Then using very similar techniques as above we can show that,

Norm bound implies expansion!
For all $\epsilon, \delta 0,\left\|\mathcal{P}_{\geq \lambda}(G)\right\|_{2 \rightarrow q} \leq \frac{\epsilon}{\delta^{\frac{(q-2)}{2 q}}}$ implies $\phi(|S| \leq \delta) \geq 1-\lambda-\epsilon^{2}$
But amazingly enough even the converse is true!
Expansion implies norm bound!
There are constants $c_{1}, c_{2}>0$ such that for all $\delta>0$, $\Phi(|S| \leq \delta)>1-c_{1}\left(\frac{\lambda^{2}}{2^{c}}\right)^{q}$ implies $\|\mathcal{P}\|_{2 \rightarrow q} \leq \frac{2}{\sqrt{\delta}}$

But this is a much longer proof to present right now..

