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Structure from Motion (SfM)

Goal: Solve for camera poses and 3D points in scene



Enable inspection in hard 
to reach areas with drone 
photos and 3D 
reconstruction
• Create 3D model from 

images
• Provide tools to inspect on 

images and map 
interactions to 3D

Example Application: 
Inspection





Incremental SfM
1. Compute features

2. Match images

3. Reconstruct
a) Solve for poses and 3D points in two cameras
b) Solve for pose of additional camera(s) that observe reconstructed 

3D points
c) Solve for new 3D points that are viewed in at least two cameras
d) Bundle adjust to minimize reprojection error



Incremental SFM: detect features

• Feature types: SIFT, ORB, Hessian-Laplacian, …

…

Each circle represents a set of detected features

im 1 im 2 im 3 im n



Incremental SFM: match features and images

For each pair of images:
1. Match feature descriptors via approximate 

nearest neighbor
2. Solve for F or E and find inlier feature 

correspondences

…

Points of same color have been matched to each other



Incremental SFM: create tracks graph

…

im 1 im 2 im 3 im n
…

tracks graph: bipartite graph between observed 3D points and images



Incremental SFM: initialize reconstruction

im 1 im 2 im 3 im n…

1. Choose two images that are likely to provide a stable estimate of 
relative pose
– E.g., # inliers for 𝐻𝐻

# inliers for 𝐹𝐹
< 0.7 and many inliers for 𝐹𝐹

2. Get focal lengths from EXIF, estimate essential matrix using 5-
point algorithm, extract pose 𝑅𝑅2, 𝑡𝑡2 with 𝑅𝑅1 = 𝑰𝑰, 𝑡𝑡1 = 𝟎𝟎

3. Solve for 3D points given poses
4. Perform bundle adjustment to refine points and poses 

filled circles = “triangulated” points
filled rectangles = “resectioned” images (solved pose)

https://pdfs.semanticscholar.org/c288/7c83751d2c36c63139e68d46516ba3038909.pdf


Bundle adjustment
• Non-linear method for refining structure and pose 
• Minimizing reprojection error
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Incremental SFM: grow reconstruction

im 1 im 2 im 3 im n…

1. Resection: solve pose for image(s) that have the most 
triangulated points

2. Triangulate: solve for any new points that have at least 
two cameras

3. Bundle adjust
4. Optionally, align with GPS from EXIF or ground control 

points (GCP)

filled circles = “triangulated” points
filled rectangles = “resectioned” images (solved pose)



Incremental SFM: grow reconstruction

im 1 im 2 im 3 im n…

1. Resection: solve pose for image(s) that have the most 
triangulated points

2. Triangulate: solve for any new points that have at least 
two cameras

3. Bundle adjust
4. Optionally, align with GPS from EXIF or ground control 

points (GCP)

filled circles = “triangulated” points
filled rectangles = “resectioned” images (solved pose)



Why SfM is hard
• Slow

– Matching N2 pairs of images 
takes too long (~1-4s per 
pair)

– Bundle adjustment takes 
longer with more images 
and needs to be repeated as 
images are added: up to 
O(N3)

– Grow reconstruction phase 
is not easy to parallelize

• Bad feature matches are very 
common and cause 
misregistrations

• Insufficient feature matches 
cause incomplete 
reconstructions

from  COLMAP SfM (Schonberger et al. 2016)

Bad matches in low texture, repetitive hallway cause COLMAP to fail to 
reconstruct loop (Kataria et al. 2020)



Incremental SfM, Take 2: improvements in green
1. Compute features

2. Match images

3. Reconstruct
a) Solve for poses and 3D points in two cameras
b) Solve for pose of additional camera(s) that observe reconstructed 

3D points
c) Solve for new 3D points that are viewed in at least two cameras
d) Bundle adjust to minimize reprojection error



Incremental SFM: detect features 

• Feature types: SIFT, ORB, Hessian-Laplacian, …
• Use GPU for fast feature computation

…

Each circle represents a set of detected features

im 1 im 2 im 3 im n



Incremental SFM: match features and images

Find match candidates:
• Match K closest images in GPS distance or time
• Use vocab tree on features to find K most similar images
• Potentially, add new candidates based on candidates that are already 

found

For each pair of candidate images:
1. Match feature descriptors via approximate nearest neighbor

– GPU can be used for fast feature matching
– Lowe’s ratio test used to reject some potentially bad matches

2. Solve for F or E and find inlier feature correspondences
– Remove feature matches that have above threshold reprojection error according to F or E 
– Discard image pairs that have below threshold number of geometrically verified matches

…

Points of same color have been matched to each other



Incremental SFM: create tracks graph

…

im 1 im 2 im 3 im n
…

tracks graph: bipartite graph between observed 3D points and images



Incremental SFM: initialize reconstruction

im 1 im 2 im 3 im n…

1. Choose two images that are likely to provide a stable estimate of 
relative pose
– E.g., # inliers for 𝐻𝐻

# inliers for 𝐹𝐹
< 0.7 and many inliers for 𝐹𝐹

2. Get focal lengths from EXIF, estimate essential matrix using 5-
point algorithm, extract pose 𝑅𝑅2, 𝑡𝑡2 with 𝑅𝑅1 = 𝑰𝑰, 𝑡𝑡1 = 𝟎𝟎

3. Solve for 3D points given poses
4. Perform bundle adjustment to refine points and poses 

filled circles = “triangulated” points
filled rectangles = “resectioned” images (solved pose)

https://pdfs.semanticscholar.org/c288/7c83751d2c36c63139e68d46516ba3038909.pdf


Triangulation: Linear Solution
Given P, P’, x, x’
1. Precondition points and projection 

matrices
2. Create matrix A
3. [U, S, V] = svd(A)
4. X = V(:, end)

Pros and Cons
• Works for any number of 

corresponding images
• Not projectively invariant 
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Code: http://www.robots.ox.ac.uk/~vgg/hzbook/code/vgg_multiview/vgg_X_from_xP_lin.m

http://www.robots.ox.ac.uk/%7Evgg/hzbook/code/vgg_multiview/vgg_X_from_xP_lin.m


Triangulation: Non-linear Solution
• Minimize projected error while satisfying

Figure source: Robertson and Cipolla (Chpt 13 of Practical Image Processing and Computer Vision) 
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Bundle adjustment
• Non-linear method for refining structure and motion
• Minimizing reprojection error
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Use robust loss for 
reprojection error, such 
as Huber



Incremental SFM: grow reconstruction

im 1 im 2 im 3 im n…

1. Sort images, e.g. by number of triangulated points
a. Resection: solve pose for image(s) that have the most triangulated points
b. Triangulate: solve for any new points viewed by at least two reconstructed cameras
c. Remove 3D points that do not have enough baseline or too high reprojection error 

in any camera (optionally, split into multiple tracks)
d. Bundle adjust

• Only do full bundle adjust after some percent of new images are resectioned (huge time savings 
for large reconstructions)

2. Optionally, align with GPS from EXIF or ground control points (GCP)

filled circles = “triangulated” points
filled rectangles = “resectioned” images (solved pose)



Incremental SFM: grow reconstruction

im 1 im 2 im 3 im n…
filled circles = “triangulated” points
filled rectangles = “resectioned” images (solved pose)

1. Sort images, e.g. by number of triangulated points
a. Resection: solve pose for image(s) that have the most triangulated points
b. Triangulate: solve for any new points viewed by at least two reconstructed cameras
c. Remove 3D points that do not have enough baseline or too high reprojection error 

in any camera (optionally, split into multiple tracks)
d. Bundle adjust

• Only do full bundle adjust after some percent of new images are resectioned (huge time savings 
for large reconstructions)

2. Optionally, align with GPS from EXIF or ground control points (GCP)



Improving Structure from Motion with 
Reliable Resectioning
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False matches on repeated structures cause catastrophic failures

26



Resectioning is a critical step

✖

✖

✖
✖

✖

1. Select image that views the most triangulated points

2. Estimate pose of image using all the triangulated points 
(PnP algorithm using RANSAC)

27



Ambiguity-adjusted match score (AAM): Discount longer tracks 
that are more likely to correspond to duplicate structures

28



We use points from a smaller set of reliable images to determine
resectioning order and pose estimation

Local resectioning order uses most similar image

29



Local pose estimation uses reliable images only
We use points from a smaller set of reliable images to determine
resectioning order and pose estimation

smax

30



τ*smax

smax

31

Local pose estimation uses reliable images only
Use points from a smaller set of reliable images to determine
resectioning order and pose estimation



Our method improves standard pipelines

Duplicate 
Structures Dataset

UIUCTag Dataset

TanksAndTemples 
Dataset

Local resectioning using ambiguity-adjusted matches compared against baselines (standard 
OpenSfM and COLMAP pipelines)

32

OpenSfM w/ Our 
Resectioning

COLMAP w/ Our  
ResectioningCOLMAP

6 Failures

9 Failures

3 Partial Successes

4 Successes

4 Failures

3 Successes

6 Successes

13 Successes

3 Failures

6 Successes

1 Failure

7 Failures

2 Partial Successes

7 Successes

6 Failures
4 Successes

2 Failures

6 Successes

1 Failure

7 Successes

5 Failures

3 Partial Successes

8 Successes

OpenSfM



Successful reconstruction of Cereal (DuplicateStructures)

COLMAP COLMAP (OURS)

OpenSfM OpenSfM (OURS)

33



Successful reconstruction of ece_floor3_loop_cw (UIUCTag)

COLMAP COLMAP (OURS)

OpenSfM OpenSfM (OURS)

34



Successful reconstruction of Courthouse (TanksAndTemples)

COLMAP COLMAP (OURS)

OpenSfM OpenSfM (OURS)

35



Successful reconstruction of TempleOfHeaven (Internet)

COLMAP COLMAP (OURS)

OpenSfM OpenSfM (OURS)
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Incremental vs. Global SfM

• Incremental includes more outlier checks and generates more 
precise results but take much longer

• Global is much faster but does not as effectively remove 
outliers and provides an approximate solution that is not 
precise enough (in my experience) for MVS

43



Open problems / research ideas

• Improved matching
– Learned features, especially for handling large viewpoint, scale, or time 

differences, or features for low-texture regions

• Improved outlier rejection
– Perhaps global SfM outlier checks can benefit incremental SfM

• Improved speed
– Hybrid global/incremental and hierarchical systems
– Online SfM / MVS

• Improved standard evaluations
– More real-world scenarios like inspection instead of internet collections



Summary

• Structure-from-Motion usually works (95% of the time)
– But it matters when it doesn’t work

• Incremental SfM is most precise, but Global SfM is faster

• Main practical challenges (beyond speed) stem from feature 
matching in poor light environments, textureless surfaces, and 
large baselines and scale differences


	Structure from Motion
	Structure from Motion (SfM)
	Example Application: �Inspection
	Slide Number 4
	Incremental SfM
	Incremental SFM: detect features
	Incremental SFM: match features and images
	Incremental SFM: create tracks graph
	Incremental SFM: initialize reconstruction
	Bundle adjustment
	Incremental SFM: grow reconstruction
	Incremental SFM: grow reconstruction
	Why SfM is hard
	Incremental SfM, Take 2: improvements in green
	Incremental SFM: detect features 
	Incremental SFM: match features and images
	Incremental SFM: create tracks graph
	Incremental SFM: initialize reconstruction
	Triangulation: Linear Solution
	Triangulation: Non-linear Solution
	Bundle adjustment
	Incremental SFM: grow reconstruction
	Incremental SFM: grow reconstruction
	Improving Structure from Motion with Reliable Resectioning
	   False matches on repeated structures cause catastrophic failures
	Resectioning is a critical step
	Ambiguity-adjusted match score (AAM): Discount longer tracks that are more likely to correspond to duplicate structures
	   Local resectioning order uses most similar image
	   Local pose estimation uses reliable images only
	   Local pose estimation uses reliable images only
	   Our method improves standard pipelines
	   Successful reconstruction of Cereal (DuplicateStructures)
	   Successful reconstruction of ece_floor3_loop_cw (UIUCTag)
	   Successful reconstruction of Courthouse (TanksAndTemples)
	   Successful reconstruction of TempleOfHeaven (Internet)
	Slide Number 38
	Slide Number 39
	Slide Number 40
	Slide Number 41
	Slide Number 42
	Incremental vs. Global SfM
	Open problems / research ideas
	Summary

