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## Class Assignment: Overview of Techniques

Unbalancing lights: Consider a square $n \times n$ array of lights (see Figure on board). There is one switch corresponding to each row and each column (i.e., $2 n$ switches). Throwing a switch changes the state of all the lights in the corresponding row or column. We now consider the problem of setting the switches so as to maximize the number of lights that are ON, starting from an arbitrary configuration of switches. You need to show the following claim:
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For any initial configuration of the lights, there exists a setting of the switches for which the number of lights that are on is asymptotically
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\frac{n^{2}}{2}+\sqrt{\frac{1}{2 \pi}} n^{3 / 2}
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As an intermediate step, show that in expectation we achieve about $\frac{n^{2}}{2}+O(n)$ lights on.

