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Homeworks

* HW 2 due today

— Will try to have it graded by Mar 8 (ECCV deadline
on March 5)

* HW 3 has been released (due in 2 weeks)

* Who designs/grades?
— Derek mainly for HW1, HW3, HW5
— Ruiqi mainly for HW2, HW4



News
€he New llork Times

Updated 9:14 AM

U.S. Rule Set for Cameras at Cars’ Rear

BY NICK BUNKLEY
FEBRUARY 28, 2012

On average, two children die and about 30 are in-
jured every week when someone accidentally backs
over them in a wehicle, according to
KidsAndCars.org, a nonprofit group that pushed
the government to begin tracking such tragedies.
And more than two-thirds of the time, a parent or
other close relative is behind the wheel.

Now, auto safety regulators have decided to do
something about it. Federal regulators plan to an-
nounce this week that automakers will be required
to put rearview cameras in all passenger vehicles
by 2014 to help drivers see what is behind them. The
National Highway Traffic Safety Administration,
which proposed the mandate in late 2010, is ex-
pected to send a final version of the rule to Congress
on Wednesday.

Cars arefilled with safety features that have been
mandated by government regulators over the
yvears, including air bags and the Liddy Light, the
third brake light named for Elizabeth Dole, who
made it standard as secretary of transportation in
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Consumer safety advocates say that requiring a rearview
camera in automaobiles is a big step in protecting people
outside of a vehicle. (Fabrizio Costantini for The New York
Times)

the 1980s.

But the rearview camera requirement is one of
the biggest steps taken to protect people outside of
a vehicle.

“Wehaven't done anything else to protect pedes-
trians,” said Clarence Ditlow, executive director of
the Center for Auto Safety in Washington. “This is
one thing we can do and should do.”

A spokeswoman for the highway traffic safety



Today: Image Stitching

 Combine two or more overlapping images to
make one larger image

Slide credit; Vaibhav Vaish



http://robots.stanford.edu/cs223b07/notes/CS223B-L11-Panoramas.ppt

Example

Camera Center



Problem set-up

e x=K[Rt] X y
e x'=K'[R"t'] X "
¢ t=t'=0

e X'=HX where H=K'R'R1K1
e Typically only R and f will change (4 parameters),
but, in general, H has 8 parameters



Homography

* Definition
— General mathematics:
homography = projective linear transformation
— Vision (most common usage):

homography = linear transformation between
two image planes

 Examples
— Project 3D surface into frontal view
— Relate two views that differ only by rotation



Homography example: Image rectification
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To unwarp (rectify) an image solve for homography H
given p and p’: wp’=Hp



Image Stitching Algorithm Overview

1. Detect keypoints (e.g., SIFT)
2. Match keypoints (e.g., 15t/2"9 NN < thresh)

3. Estimate homography with four matched
keypoints (using RANSAC)

4. Combine images



Computing homography

Assume we have four matched points: How do
we compute homography H?

Direct Linear Transformation (DLT)
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Computing homography

Direct Linear Transform

n

* Apply SVD: UDVT= A
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Matlab
[U, S, V] = svd(A);
h =V(:, end);

Explanations of SVD and solving homogeneous linear systems



http://www.cse.unr.edu/~bebis/CS791E/Notes/SVD.pdf
http://www.ds.eng.monash.edu.au/ece4711/homogeneous_equations.pdf

Computing homography

* Assume we have four matched points: How do
we compute homography H?

Normalized DLT

1. Normalize coordinates for each image
a) Translate for zero mean
b) Scale so that average distance to origin is ~sqrt(2)
X-Tx X=TX
— This makes problem better behaved numerically (see
HZ p. 102—108)

2. Compute H using DLT in normalized coordinates
3. Unnormalize:H=T""HT

X; = HX.



Computing homography

* Assume we have matched points with outliers:

How do we compute homography H?

Automatic Homography Estimation with RANSAC

1. Choose number of samples N

For probability p of no outliers:

N =log(1 —p)/log(l — (1 —€)°)

e N, number of samples
e s, size of sample set
e ¢, proportion of outliers

e.g. for p =0.95

Sample size

Proportion of outliers ¢
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HZ Tutorial ‘99



http://users.cecs.anu.edu.au/~hartley/Papers/CVPR99-tutorial/tut_4up.pdf

Computing homography

 Assume we have matched points with outliers: How do
we compute homography H?

Automatic Homography Estimation with RANSAC
1. Choose number of samples N
2. Choose 4 random potential matches

/3. Compute H using normalized DLT

4. Project points from x to x” for each potentially
matching pair: X; = HX,

\5. Count points with projected distance < t
— E.g., t=3pixels

6. Repeat steps 2-5 N times
— Choose H with most inliers

HZ Tutorial ‘99



http://users.cecs.anu.edu.au/~hartley/Papers/CVPR99-tutorial/tut_4up.pdf

Automatic Image Stitching

1. Compute interest points on each image
2. Find candidate matches

3. Estimate homography H using matched points
and RANSAC with normalized DLT

4. Project each image onto the same surface and
blend

— Matlab: maketform, imtransform
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RANSAC for Homography




RANSAC for Homography




Choosing a Projection Surface

Many to choose: planar, cylindrical, spherical,
cubic, etc.




Planar Mapping
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1) For red image: pixels are already on the planar surface
2) For green image: map to first image plane



Planar Projection

Planar

Photos by Russ Hewett



Planar Projection

Planar




Cylindrical Mapping

~~--——’

1) For red image: compute h, theta on cylindrical surface from (u, v)
2) For green image: map to first image plane, than map to cylindrical surface



Cylindrical Projection

Cylindrical




Cylindrical Projection

Cylindrical




Planar

Cylindrical




Recognizing Panoramas

Some of following material from Brown and Lowe 2003 talk Brown and Lowe 2003, 2007



Recognizing Panoramas

Input: N images

1. Extract SIFT points, descriptors from all
images

2. Find K-nearest neighbors for each point (K=4)

3. For each image

a) Select M candidate matching images by counting
matched keypoints (m=6)

b) Solve homography H;; for each matched image



Recognizing Panoramas

Input: N images

1. Extract SIFT points, descriptors from all
images

2. Find K-nearest neighbors for each point (K=4)

3. For each image

a) Select M candidate matching images by counting
matched keypoints (m=6)

b) Solve homography H;; for each matched image
c) Decide if matchisvalid (n, > 8 + 0.3 ny)

/

# inliers # keypoints in

overlapping area



Recognizing Panoramas (cont.)

(now we have matched pairs of images)
4. Find connected components



Finding the panoramas




Finding the panoramas




Recognizing Panoramas (cont.)

(now we have matched pairs of images)
4. Find connected components

5. For each connected component

a) Perform bundle adjustment to solve for rotation
(04, 0,, B3) and focal length f of all cameras

b) Project to a surface (plane, cylinder, or sphere)
c) Render with multiband blending



Bundle adjustment for stitching

* Non-linear minimization of re-projection error
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R, =el%lx, [9]c=]05 0 -6

e X'=HXwhere H=K R’R1K?!
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* Solve non-linear least squares (Levenberg-
Marquardt algorithm)
— See paper for details



Bundle Adjustment

* New images initialised with rotation, focal
length of best matching image
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Bundle Adjustment

* New images initialised with rotation, focal
length of best matching image




Details to make it look goo

* Choosing seams
* Blending



Choosing seams

* Easy method

— Assign each pixel to image with nearest center

im1 im2

c

—

~—_ Image 2

Image 1 \




Choosing seams

* Easy method

— Assign each pixel to image with nearest center

— Create a mask:

* mask(y, x) = 1 iff pixelshould come fromiml

— Smooth boundaries (called “feathering”):

* mask sm = imfilter (mask, gausfil);

— Composite

* imblend = iml c.*mask + im2 c.*(l-mask);

Eiml

@2

—

Image 1

Image 2




Choosing seams

* Better method: dynamic program to find seam
along well-matched regions

Illustration: http://en.wikipedia.org/wiki/File:Rochester NY.ipg



http://en.wikipedia.org/wiki/File:Rochester_NY.jpg

Gain compensation

* Simple gain adjustment

— Compute average RGB intensity of each image in
overlapping region

— Normalize intensities by ratio of averages




Multi-band Blending

e Burt & Adelson 1983

— Blend frequency bands over range o«c A




Multiband Blending with Laplacian Pyramid

* At low frequencies, blend slowly
* At high frequencies, blend quickly
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Multiband blending

1. Compute Laplacian
pyramid of images
and mask

2.Create blended
Image at each level
of pyramid

3. Reconstruct
complete image

Laplacian pyramids
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Blending comparison (lJCV 2007)

(a) Linear blending (b) Multi-band blending



Blending Comparison

(d) With gain compensation and multi-band blending



Further reading

e DLT algorithm: HZ p. 91 (alg 4.2), p. 585
* Normalization: HZ p. 107-109 (alg 4.2)
e RANSAC: HZ Sec 4.7, p. 123, alg 4.6

* Rick Szeliski’s alighment/stitching tutorial

e Recognising Panoramas: Brown and Lowe,
JCV 2007 (also bundle adjustment)



http://www.caam.rice.edu/~zhang/caam699/p-files/Im-Align2005.pdf
http://www.caam.rice.edu/~zhang/caam699/p-files/Im-Align2005.pdf
http://cvlab.epfl.ch/~brown/papers/ijcv2007.pdf
http://cvlab.epfl.ch/~brown/papers/ijcv2007.pdf
http://cvlab.epfl.ch/~brown/papers/ijcv2007.pdf

Things to remember

Homography relates rotating cameras

Recover homography using RANSAC and
normalized DLT

Bundle adjustment minimizes reprojection
error for set of related images

Details to make it look nice (e.g., blending)



Next class

e Stereo and epipolar geometry



