Polymorphism

Perhaps the most serious drawback of early type systems was that they precluded polymorphic functions, which are functions that can be used with arguments and results of an infinite number of types. In this chapter we will explore a type system that overcomes this problem; it is based on the polymorphic lambda calculus, which was discovered in the early 1970's.

An example of a polymorphic function is mapcar, which can have the type \( (\theta \to \theta') \rightarrow \text{list } \theta \to \text{list } \theta' \) for any types \( \theta \) and \( \theta' \). Thus, for example, it should be possible to write

\[
\text{letrec mapcar } \equiv \lambda f. \lambda x. \text{listcase } x \text{ of (nil, } \lambda i. \lambda r. f i :: \text{mapcar } f r) \text{ in }
\lambda x. \text{mapcar}(\lambda n. n = 0)(\text{mapcar}(\lambda n. n - 3) x).
\]

But this expression cannot be typed according to the simple type discipline, since the two occurrences of mapcar in the last line have different types:

\[
(\text{int } \to \text{ bool}) \rightarrow \text{list int } \to \text{list bool} \quad (\text{int } \to \text{ int}) \rightarrow \text{list int } \to \text{list int}.
\]

(Of course, one could type this expression using intersection types as described in Section 16.3, by giving mapcar the intersection of the above types. But polymorphism goes beyond intersection types in giving an infinite family of types to a function such as mapcar, rather than just some finite set of types.)

Two other examples of the need for polymorphism are a function that sums a list of lists of integers:

\[
\text{letrec reduce } \equiv \lambda x. \lambda f. \lambda a. \text{listcase } x \text{ of (a, } \lambda i. \lambda r. f i (\text{reduce } r f a) \text{ in }
\lambda y. \text{reduce } y (\lambda x. \lambda s. (\text{reduce } x (\lambda m. \lambda n. m + n) 0) + s) 0,
\]

where the two last occurrences of reduce have types

\[
\text{list list int } \to (\text{list int } \to \text{int } \to \text{int} ) \to \text{int } \to \text{int}
\]

and

\[
\text{list int } \to (\text{int } \to \text{int } \to \text{int}) \to \text{int } \to \text{int}.
\]
and a self-application of a function that composes its argument with itself:

\[
\text{let } \text{double} \equiv \lambda f. \lambda x. f(f\ x) \ \text{in double double},
\]

where the two last occurrences of double might have types

\[
((\text{int} \to \text{int}) \to (\text{int} \to \text{int})) \to ((\text{int} \to \text{int}) \to (\text{int} \to \text{int}))
\]

and

\[
(\text{int} \to \text{int}) \to (\text{int} \to \text{int}).
\]

There are two basic approaches to accommodating polymorphism: a limited but implicitly typed polymorphism, typified by ML, and a broader explicitly typed polymorphism, typified by the polymorphic lambda calculus. Here we will focus on the latter, which requires explicit type information but gives polymorphic functions “first-class citizenship”, in particular allowing them to be passed as arguments to other functions.

### 17.1 Syntax and Inference Rules

We start by extending our explicitly typed functional language with type variables (ranging over the predefined set \{tvar\}), so that types become type expressions:

\[
\langle \text{type} \rangle ::= \langle \text{tvar} \rangle
\]

(Notice that this includes the type expressions that occur within ordinary expressions in an explicitly typed language.) Then we introduce the ability to define polymorphic functions that accept types as arguments, by abstracting ordinary expressions on type variables (instead of ordinary variables), and the ability to apply such functions to type expressions:

\[
\langle \text{exp} \rangle ::= \Lambda \langle \text{tvar} \rangle. \langle \text{exp} \rangle \ |
\langle \text{exp} \rangle[(\langle \text{type} \rangle)]
\]

In the first form \(\Lambda \tau. e\), the initial occurrence of the type variable \(\tau\) binds the occurrences of \(\tau\) in (the type expressions in) the expression \(e\).

This new kind of function is explained by a new kind of \(\beta\)-reduction that substitutes for type variables instead of ordinary variables:

\[
(\Lambda \tau. e)[\theta] \to (e/\tau \to \theta).
\]

Then, for example, one can write

\[
\text{let } \text{double} \equiv \Lambda \alpha. \lambda f_{\alpha \to \alpha}. \lambda x_{\alpha}. f(f\ x) \ \text{in double}[\text{int} \to \text{int}](\text{double}[\text{int}]),
\]

which reduces in a few steps to

\[
(\lambda f_{(\text{int} \to \text{int}) \to (\text{int} \to \text{int})}. \lambda x_{\text{int} \to \text{int}}. f(f\ x)) (\lambda f_{\text{int} \to \text{int}}. \lambda x_{\text{int}}. f(f\ x))
\]
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(at which stage the polymorphism has disappeared). Similarly, our examples involving mapcar and reduce can be written as follows:

\[
\text{letrec mapcar} \equiv \lambda \alpha. \lambda \beta. \lambda f_{\alpha \rightarrow \beta}. \lambda x_{\text{list } \alpha}.
\]

\[
\text{listcase } x \text{ of } (\text{nil}_{\beta}, \lambda i_{\alpha}. \lambda r_{\text{list } \alpha}. f_i :: \text{mapcar}[[\alpha][\beta]] f r) \text{ in}
\]

\[
\lambda x_{\text{list int}}. \text{mapcar}[\text{int}][\text{bool}]((\lambda n_{\text{int}}. n = 0)
\]

\[
(\text{mapcar}[\text{int}][\text{int}]((\lambda n_{\text{int}}. n - 3) x))
\]

\[
\text{letrec reduce} \equiv \lambda \alpha. \lambda \beta. \lambda x_{\text{list } \alpha}. \lambda f_{\alpha \rightarrow \beta \rightarrow \beta}. \lambda r_{\beta}.
\]

\[
\text{listcase } x \text{ of } (a, \lambda i_{\alpha}. \lambda r_{\text{list } \alpha}. f_i (\text{reduce}[[\alpha][\beta]] f a)) \text{ in}
\]

\[
\lambda y_{\text{list int}}. \text{reduce}[\text{list int}][\text{int}] y ((\lambda x_{\text{list int}}. \lambda s_{\text{int}}.
\]

\[
(\text{reduce}[\text{int}][\text{int}] x (\lambda m_{\text{int}}. \lambda n_{\text{int}}. m + n) 0) + s) 0.
\]

The final step is to introduce new types for the polymorphic functions. (Actually, we should have included such types in the letrec definitions above.) We introduce the type expression \( \forall \tau. \theta \), which binds the occurrences of \( \tau \) in \( \theta \) and describes the type of polymorphic function that maps a type \( \tau \) into a value of type \( \theta \). For example, double (strictly speaking, the \( \Lambda \)-expression defining double) has the type

\[\forall \alpha. (\alpha \rightarrow \alpha) \rightarrow \alpha \rightarrow \alpha,\]

mapcar has the type

\[\forall \alpha. \forall \beta. (\alpha \rightarrow \beta) \rightarrow \text{list } \alpha \rightarrow \text{list } \beta,\]

and reduce has the type

\[\forall \alpha. \forall \beta. \text{list } \alpha \rightarrow (\alpha \rightarrow \beta \rightarrow \beta) \rightarrow \beta \rightarrow \beta.\]

To accomplish this final step, we augment the syntax of type expressions:

\[
\langle \text{type} \rangle ::= \forall (\text{tvar}. \langle \text{type} \rangle)
\]

(Concretely, as with other quantifiers, we assume that \( \theta \) in \( \forall \tau. \theta \) extends to the first stopping symbol or the end of the enclosing phrase.) We also add two new inference rules (to the rules given in Section 15.2, as modified for explicit typing in Section 15.3):

\[
\text{TY RULE: Explicit } \forall \text{ Introduction}
\]

\[
\pi \vdash e : \theta \quad \text{when } \tau \text{ does not occur free in any type expression in } \pi,
\]

\[
\pi \vdash \Lambda \tau. \theta
\]

\[
\pi \vdash e : \forall \tau. \theta
\]

\[
\pi \vdash e[\theta'] : (\theta' / \tau \rightarrow \theta').
\]

(17.1)

(17.2)
The condition in the first of these rules prevents the binding of a type variable that would still have free occurrences in the conclusion of the rule.

The following is an example of a typing proof using these inference rules. Let \( \pi \) be the context

\[
\text{double: } \forall \alpha. (\alpha \to \alpha) \to (\alpha \to \alpha).
\]

Then:

1. \( f: \alpha \to \alpha, x: \alpha \vdash f : \alpha \to \alpha \) \hspace{1cm} (15.3)
2. \( f: \alpha \to \alpha, x: \alpha \vdash x : \alpha \) \hspace{1cm} (15.3)
3. \( f: \alpha \to \alpha, x: \alpha \vdash f \cdot x : \alpha \) \hspace{1cm} (15.5)
4. \( f: \alpha \to \alpha, x: \alpha \vdash f (f \cdot x) : \alpha \) \hspace{1cm} (15.5)
5. \( f: \alpha \to \alpha \vdash \lambda \alpha. (f (f \cdot x)) : \alpha \to \alpha \) \hspace{1cm} (15.19)
6. \( \vdash \lambda \alpha. (f (f \cdot x)) : (\alpha \to \alpha) \to (\alpha \to \alpha) \) \hspace{1cm} (15.19)
7. \( \vdash \lambda \alpha. (f (f \cdot x)) : (\alpha \to \alpha) \to (\alpha \to \alpha) \) \hspace{1cm} (17.1)
8. \( \pi \vdash \text{double} : \forall \alpha. (\alpha \to \alpha) \to (\alpha \to \alpha) \) \hspace{1cm} (15.3)
9. \( \pi \vdash \text{double} : (\text{int} \to \text{int}) \to (\text{int} \to \text{int}) \) \hspace{1cm} (17.2)
10. \( \pi \vdash \text{double} : (\text{int} \to \text{int}) \to (\text{int} \to \text{int}) \to ((\text{int} \to \text{int}) \to (\text{int} \to \text{int})) \to ((\text{int} \to \text{int}) \to (\text{int} \to \text{int})) \to (\text{int} \to \text{int}) \to (\text{int} \to \text{int}) \) \hspace{1cm} (17.2)
11. \( \pi \vdash \text{double} : (\text{int} \to \text{int}) \to (\text{int} \to \text{int}) \to (\text{int} \to \text{int}) \) \hspace{1cm} (15.5)
12. \( \vdash \text{let double = } \lambda \alpha. (f (f \cdot x)) \text{ in double} : (\text{int} \to \text{int}) \to (\text{int} \to \text{int}) \to (\text{int} \to \text{int}) \) \hspace{1cm} (15.11)

In conclusion, it should be noted that one can also formulate an implicitly typed polymorphic language where, to eliminate all types from expressions, one erases the type binders \( \Lambda \tau \) and the type operands \( [\theta] \), as well as the types that appear as subscripts:

**TY RULE: Implicit \( \forall \) Introduction**

\[
\frac{\pi \vdash e : \theta}{\pi \vdash e : \forall \tau. \theta} \quad \text{when } \tau \text{ does not occur free in any type expression in } \pi,
\]

**TY RULE: Implicit \( \forall \) Elimination**

\[
\frac{\pi \vdash e : \forall \tau. \theta}{\pi \vdash e : (\theta/\tau \to \theta')},
\]
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It is known that there is no algorithm that can infer typing judgements for this implicitly typed language. The language ML, however, provides a restricted form of implicit polymorphism for which type inference can be performed by an extension of the Hindley-Milner algorithm. Essentially, ML permits polymorphic functions to be introduced by let and letrec definitions, as in the examples at the beginning of this chapter. But it does not permit polymorphic functions to be passed as arguments to other functions.

17.2 Polymorphic Programming

Examples such as mapcar and reduce make a strong case for being able to declare polymorphic functions using a let or letrec definition. But at first sight, the idea of passing polymorphic functions to other functions seems very exotic. Nevertheless, the work of several researchers suggests that using polymorphic functions as data may be the key to a novel programming style. They have studied the pure lambda calculus with polymorphic typing (without explicit recursive definition via rec or letrec) and have shown that this restricted language has extraordinary properties. On the one hand, all well-typed expressions have normal forms (indeed, they are “strongly” normalizing, which means that they have no infinite reduction sequences), although the proof of this fact requires “second-order arithmetic” and cannot be obtained from Peano’s axioms. On the other hand, the variety of functions that can be expressed goes far beyond the class of primitive recursive functions to include any program whose termination can be proved in second-order arithmetic. Beyond this they have shown that certain types of polymorphic functions behave like algebras.

Our purpose here is not to give the details of this theoretical work, but to illustrate the unusual programming style that underlies it. The starting point is a variant of the way that early investigators of the untyped lambda calculus encoded truth values and natural numbers, which we discussed briefly in Section 10.6.

Suppose we regard bool as an abbreviation for a polymorphic type, and true and false as abbreviations for certain functions of this type:

\[
\begin{align*}
\text{bool} & \equiv \forall \alpha. \alpha \to \alpha \to \alpha \\
\text{true} & \equiv \Lambda \alpha. \lambda x_\alpha. \lambda y_\alpha. x \\
\text{false} & \equiv \Lambda \alpha. \lambda x_\alpha. \lambda y_\alpha. y.
\end{align*}
\]

Then, when \( e \) and \( e' \) have type \( \theta \), we can define the conditional expression by

\[
\text{if } b \text{ then } e \text{ else } e' \overset{\text{def}}{=} b[\theta] e e',
\]
since the reduction rules prescribe the right behavior for the conditional:

\[
\text{if true then } e \text{ else } e' \overset{\text{def}}{=} (\Lambda \alpha. \lambda x_\alpha. \lambda y_\alpha. x)[\theta] e e' \\
\rightarrow (\lambda x_\theta. \lambda y_\theta. x) e e' \\
\rightarrow (\lambda y_\theta. e) e' \\
\rightarrow e
\]

and

\[
\text{if false then } e \text{ else } e' \overset{\text{def}}{=} (\Lambda \alpha. \lambda x_\alpha. \lambda y_\alpha. y)[\theta] e e' \\
\rightarrow (\lambda x_\theta. \lambda y_\theta. y) e e' \\
\rightarrow (\lambda y_\theta. y) e' \\
\rightarrow e'.
\]

Moreover, we can define

\[
\text{not} \overset{\text{def}}{=} A\alpha . \lambda x_\alpha . \lambda y_\alpha . b[\alpha] y x
\]

and

\[
\text{and} \overset{\text{def}}{=} A\alpha . \lambda x_\alpha . \lambda y_\alpha . b[\alpha](c[\alpha] x y) y.
\]

Similarly, we can define \text{nat} and the natural numbers by a typed form of Church numerals:

\[
\text{nat} \overset{\text{def}}{=} \forall \alpha . (\alpha \to \alpha) \to \alpha \to \alpha
\]

\[
0 \overset{\text{def}}{=} \Lambda \alpha . \lambda f_\alpha \to \alpha . \lambda x_\alpha . x
\]

\[
1 \overset{\text{def}}{=} \Lambda \alpha . \lambda f_\alpha \to \alpha . \lambda x_\alpha . f x
\]

\[
2 \overset{\text{def}}{=} \Lambda \alpha . \lambda f_\alpha \to \alpha . \lambda x_\alpha . f(f x)
\]

\[
:\vdots
\]

\[
n \overset{\text{def}}{=} \Lambda \alpha . \lambda f_\alpha \to \alpha . \lambda x_\alpha . f^n x
\]

(where \(f^n x\) denotes \(f (\cdots (f x) \cdots)\) with \(n\) occurrences of \(f\)), so that the number \(n\) becomes a polymorphic function accepting a function and giving its \(n\)-fold composition. For example, 2 is double. (Strictly speaking, we should use some notation such as \(\text{NUM}_n\) for the \(n\)th Church numeral, as in Section 10.6, to indicate that the numeral is an expression denoting a number rather than a number itself. But such formality would make our arguments much harder to follow.)

Using this encoding of the natural numbers, we can define the successor function in either of two ways:

\[
\text{succ} \overset{\text{def}}{=} \lambda n_{\text{nat}} . \Lambda \alpha . \lambda f_\alpha \to \alpha . \lambda x_\alpha . f(n[\alpha] f x)
\]

or

\[
\text{succ} \overset{\text{def}}{=} \lambda n_{\text{nat}} . \Lambda \alpha . \lambda f_\alpha \to \alpha . \lambda x_\alpha . n[\alpha] f(f x).
\]
Now suppose \( g : \text{nat} \to \theta \) satisfies
\[
g \circ 0 = c \quad \text{and} \quad \forall n \geq 0. \ g(n + 1) = h(g(n)), \tag{17.5}
\]
where \( c : \theta \) and \( h : \theta \to \theta \). Then \( g n = h^n c \), so that we can define \( g n \) by applying the \( n \)th Church numeral:
\[
g \overset{\text{def}}{=} \lambda n_{\text{nat}}. \ n[\theta] h c.
\]
For example, since
\[
\text{add } m \ 0 = m \quad \text{and} \quad \text{add } m \ (n + 1) = \text{succ} (\text{add } m \ n)
\]
fit the mold of Equations (17.5), we can define
\[
\text{add } m \overset{\text{def}}{=} \lambda n_{\text{nat}}. \ n[\text{nat}] \text{succ } m
\]
or, more abstractly,
\[
\text{add } \overset{\text{def}}{=} \lambda m_{\text{nat}}. \ \lambda n_{\text{nat}}. \ n[\text{nat}] \text{succ } m.
\]
Similarly,
\[
\text{mult } \overset{\text{def}}{=} \lambda m_{\text{nat}}. \ \lambda n_{\text{nat}}. \ n[\text{nat}] \text{add } m \ 0
\]
\[
\text{exp } \overset{\text{def}}{=} \lambda m_{\text{nat}}. \ \lambda n_{\text{nat}}. \ n[\text{nat}] \text{mult } m \ 1.
\]
In fact, this approach can be generalized to define any primitive recursive function on the natural numbers. A function \( f : \text{nat} \to \theta \) is said to be primitive recursive if it satisfies
\[
f 0 = c \quad \text{and} \quad \forall n \geq 0. \ f(n + 1) = h(n \ f(n)),
\]
where \( c : \theta \) and \( h : \text{nat} \to \theta \to \theta \) are defined nonrecursively in terms of previously defined primitive recursive functions.

Let \( g : \text{nat} \to \text{nat} \times \theta \) be such that \( g n = \langle n, f n \rangle \). Then
\[
g 0 = \langle 0, f 0 \rangle
\]
\[
= \langle 0, c \rangle
\]
\[
g(n + 1) = \langle n + 1, f(n + 1) \rangle
\]
\[
= \langle \text{succ } n, h(n \ f(n)) \rangle
\]
\[
= (\lambda \langle k, z \rangle_{\text{nat} \times \theta}. \ \langle \text{succ } k, h \ k \ z \rangle \rangle (n, f n)
\]
\[
= (\lambda \langle k, z \rangle_{\text{nat} \times \theta}. \ \langle \text{succ } k, h \ k \ z \rangle \rangle (g n).
\]
This matches the form of Equations (17.5), so that \( g n \) can be defined by applying the \( n \)th Church numeral:
\[
g = \lambda n_{\text{nat}}. \ n[\text{nat} \times \theta] (\lambda \langle k, z \rangle_{\text{nat} \times \theta}. \ \langle \text{succ } k, h \ k \ z \rangle \rangle (0, c),
\]
which gives

\[ f = \lambda n_{\text{nat}}. \ (n[\text{nat} \times \theta](\lambda (k, z)_{\text{nat} \times \theta}. \ (\text{succ} \ k, h \ k \ z))(0, c)).1. \]

For example, since the predecessor function satisfies

\[
\begin{align*}
\text{pred} 0 & = 0 \\
\text{pred}(n + 1) & = n = (\lambda n_{\text{nat}}. \ \lambda m_{\text{nat}}. \ n \ (\text{pred} \ n)),
\end{align*}
\]

we can define

\[
\begin{align*}
\text{pred} & = \lambda n_{\text{nat}}. \ (n[\text{nat} \times \text{nat}]
\ (\lambda (k, z)_{\text{nat} \times \text{nat}}. \ (\text{succ} \ k, (\lambda n_{\text{nat}}. \ \lambda m_{\text{nat}}. \ n \ k \ z))(0, 0)).1
\end{align*}
\]

(Unfortunately, this predecessor function requires time that is proportional to its argument. It is not known how to program a constant-time predecessor function in this formalism.) Similarly, since

\[
\begin{align*}
\text{fact} 0 & = 1 \\
\text{fact}(n + 1) & = (n + 1) \mathrm{\ast} \text{fact} \ n = (\lambda n_{\text{nat}}. \ \lambda m_{\text{nat}}. \ (n + 1) \times m) \ n \ (\text{fact} \ n),
\end{align*}
\]

we can define

\[
\begin{align*}
\text{fact} & = \lambda n_{\text{nat}}. \ (n[\text{nat} \times \text{nat}]
\ (\lambda (k, z)_{\text{nat} \times \text{nat}}. \ (\text{succ} \ k, (\lambda n_{\text{nat}}. \ \lambda m_{\text{nat}}. \ (n + 1) \times m) \ k \ z))(0, 1)).1
\end{align*}
\]

Our ability to define numerical functions, however, is not limited to the scheme of primitive recursion. For example, the exponentiation laws \( f^m \cdot f^n = f^{m+n} \) and \( (f^m)^n = f^{m \times n} \) lead directly to the definitions

\[
\begin{align*}
\text{add} & \overset{\text{def}}{=} \lambda m_{\text{nat}}. \ \lambda n_{\text{nat}}. \ \lambda \alpha. \ \lambda f_{\alpha \rightarrow \alpha}. \ \lambda x_{\alpha}. \ n \ [\alpha] \ f \ (m \ [\alpha] \ f \ x) \\
\text{mult} & \overset{\text{def}}{=} \lambda m_{\text{nat}}. \ \lambda n_{\text{nat}}. \ \lambda \alpha. \ \lambda f_{\alpha \rightarrow \alpha}. \ n \ [\alpha] \ (m \ [\alpha] \ f),
\end{align*}
\]

and the law \( \lambda f. \ f(\text{f}^n) = (\lambda f. \ f^m)^n \) (which can be proved by induction on \( n \)) leads to

\[
\text{exp} \overset{\text{def}}{=} \lambda m_{\text{nat}}. \ \lambda n_{\text{nat}}. \ \lambda \alpha. \ n \ [\alpha \rightarrow \alpha] \ (m \ [\alpha]).
\]

Moreover, if we define

\[
\text{aug} \overset{\text{def}}{=} \lambda f_{\text{nat} \rightarrow \text{nat}}. \ \lambda n_{\text{nat}}. \ \text{succ} \ n \ [\text{nat}] \ f \ 1,
\]

which implies \( \text{aug} \ f \ n = f^{n+1} \), then we can define

\[
\text{ack} \overset{\text{def}}{=} \lambda m_{\text{nat}}. \ m \ [\text{nat} \rightarrow \text{nat}] \ \text{aug} \ \text{succ},
\]
so that we have

\[
\text{ack } 0 \ n = n + 1
\]

\[
\text{ack } (m + 1) \ 0 = \text{aug } (\text{ack } m) \ 0
\]

\[
= \text{ack } m \ 1
\]

\[
\text{ack } (m + 1) (n + 1) = \text{aug } (\text{ack } m) (n + 1)
\]

\[
= \text{ack } m (\text{aug } (\text{ack } m) n)
\]

\[
= \text{ack } m (\text{ack } (m + 1) n).
\]

This establishes that \( \lambda n_{\text{nat}}. \text{ack } n \ n \) is Ackermann’s function, which is known to grow so rapidly that it is not primitive recursive. Thus the functions definable in the polymorphic lambda calculus go beyond primitive recursion (which is extraordinary in a language where all expressions terminate).

In addition to primitive types such as \textbf{nat} and \textbf{bool}, various type constructors can be defined in terms of polymorphic functions. For binary products, we can define

\[
\theta_0 \times \theta_1 \overset{\text{def}}{=} \forall \alpha. (\theta_0 \rightarrow \theta_1 \rightarrow \alpha) \rightarrow \alpha
\]

and, where \( e_0 : \theta_0, \ e_1 : \theta_1 \), and \( p : \theta_0 \times \theta_1 \),

\[
\langle e_0, e_1 \rangle \overset{\text{def}}{=} \Lambda \alpha. \lambda f_{\theta_0 \rightarrow \theta_1 \rightarrow \alpha}. f \ e_0 \ e_1
\]

\[
p.0 \overset{\text{def}}{=} p \ [\theta_0] (\lambda x_{\theta_0}. \lambda y_{\theta_1}. x)
\]

\[
p.1 \overset{\text{def}}{=} p \ [\theta_1] (\lambda x_{\theta_0}. \lambda y_{\theta_1}. y),
\]

since we have the reduction

\[
\langle e_0, e_1 \rangle .0 \overset{\text{def}}{=} (\Lambda \alpha. \lambda f_{\theta_0 \rightarrow \theta_1 \rightarrow \alpha}. f \ e_0 \ e_1) \ [\theta_0] (\lambda x_{\theta_0}. \lambda y_{\theta_1}. x)
\]

\[
\rightarrow (\lambda f_{\theta_0 \rightarrow \theta_1 \rightarrow \theta_0}. f \ e_0 \ e_1) (\lambda x_{\theta_0}. \lambda y_{\theta_1}. x)
\]

\[
\rightarrow (\lambda x_{\theta_0}. \lambda y_{\theta_1}. x) \ e_0 \ e_1
\]

\[
\rightarrow (\lambda y_{\theta_1}. \ e_0) \ e_1
\]

\[
\rightarrow e_0,
\]

and similarly

\[
\langle e_0, e_1 \rangle .1 \rightarrow^* e_1.
\]

For binary disjoint unions, we can define

\[
\theta_0 + \theta_1 \overset{\text{def}}{=} \forall \alpha. (\theta_0 \rightarrow \alpha) \rightarrow (\theta_1 \rightarrow \alpha) \rightarrow \alpha
\]
and, where \( e_0 : \theta_0, e_1 : \theta_1, f_0 : \theta_0 \to \theta, f_1 : \theta_1 \to \theta \) and \( e : \theta_0 + \theta_1 \),

\[
\begin{align*}
@ 0 e_0 & \overset{\text{def}}{=} \Lambda \alpha. \lambda \theta_0 \to \alpha. \lambda \theta_1 \to \alpha. g
e_0 \\
@ 1 e_1 & \overset{\text{def}}{=} \Lambda \alpha. \lambda \theta_0 \to \alpha. \lambda \theta_1 \to \alpha. h
e_1 \\
\text{sumcase } e \text{ of } (f_0, f_1) & \overset{\text{def}}{=} e[\theta]f_0f_1,
\end{align*}
\]

since we have

\[
\begin{align*}
\text{sumcase } (@ 0 e_0) \text{ of } (f_0, f_1) & \overset{\text{def}}{=} (\Lambda \alpha. \lambda \theta_0 \to \alpha. \lambda \theta_1 \to \alpha. g
e_0)[\theta]f_0f_1 \\
& \to (\lambda \theta_0 \to \theta. \lambda \theta_1 \to \theta. g
e_0)f_0f_1 \\
& \to (\lambda \theta_1 \to \theta. f_0
e_0)f_1 \\
& \to f_0
e_0,
\end{align*}
\]

and similarly

\[
\text{sumcase } (@ 1 e_1) \text{ of } (f_0, f_1) \to f_1 e_1.
\]

Finally, we consider representing lists by polymorphic functions. If we define the type

\[
\text{list } \theta \overset{\text{def}}{=} \forall \alpha. (\theta \to \alpha \to \alpha) \to \alpha \to \alpha,
\]

and the individual lists of this type by

\[
x_0 :: x_1 :: \cdots :: x_{n-1} :: \text{nil} \overset{\text{def}}{=} \Lambda \alpha. \lambda f_\theta \to \alpha \to \alpha. \lambda a_\alpha. f x_0 (f x_1 \cdots (f x_{n-1} a) \cdots)
\]

(so that a list is its own reduce function), then we can define

\[
\text{nil} \overset{\text{def}}{=} \Lambda \alpha. \lambda f_\theta \to \alpha \to \alpha. \lambda a_\alpha. a \\
e :: e' \overset{\text{def}}{=} \Lambda \alpha. \lambda f_\theta \to \alpha \to \alpha. \lambda a_\alpha. f (e'[\alpha]f a).
\]

Now suppose \( g : \text{list } \theta \to \theta' \) satisfies

\[
g\text{ nil} = c \quad \text{and} \quad g(i :: r) = h i (g\ r), \quad (17.6)
\]

where \( c : \theta' \) and \( h : \theta \to \theta' \to \theta' \). Then \( g x = \text{reduce } x \ h \ c \) so that we can define \( g \) by

\[
g \overset{\text{def}}{=} \lambda x_\text{list } \theta. x[\theta']h\ c.
\]

For example, if \( \text{rappend } y \ x = \text{append } x \ y \), then

\[
\text{rappend } y \ \text{nil} = y \\
\text{rappend } y (i :: r) = i :: (\text{rappend } y r),
\]

which fits the form of Equations (17.6), so that we can define

\[
\text{rappend } y \overset{\text{def}}{=} \lambda x_\text{list } \theta. x[\theta] \ (\lambda i_\theta. \ \lambda x_\text{list } \theta. i :: z) y
\]
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or

\[
\text{append} \equiv \lambda \text{list } \theta \cdot \lambda y \text{list } \theta \cdot \text{list } \theta \cdot (\lambda i \theta \cdot \lambda z \text{list } \theta \cdot i :: z) y.
\]

Similarly,

\[
\text{length} \equiv \lambda \text{list } \theta \cdot \text{nat } \theta \cdot (\lambda i \theta \cdot \lambda z \text{nat } \theta \cdot z + 1) 0
\]

\[
\text{sumlist} \equiv \lambda \text{list nat } \theta \cdot \text{nat } \theta \cdot (\lambda i \text{nat } \theta \cdot \lambda z \text{nat } \theta \cdot i + z) 0
\]

\[
\text{mapcar} \equiv \lambda f \theta \rightarrow \theta' \cdot \lambda \text{list } \theta \cdot \text{list } \theta' \cdot (\lambda i \theta \cdot \lambda z \text{list } \theta \cdot (f i) :: z) \text{nil}.
\]

These are all functions that recur uniformly down a single list. At first sight, one might expect that it would be more difficult to define a function where the recursion switches back and forth between two lists, such as a function for merging ordered lists of integers. But in fact one can define a curried merging function that uses uniform recursion in its first argument to produce the appropriate function of its second argument.

The first step is to introduce a subsidiary function

\[
\text{insertapp} : \text{int } \rightarrow (\text{list int } \rightarrow \text{list int}) \rightarrow \text{list int } \rightarrow \text{list int}
\]

such that, when \( x \) is an ordered list of integers, \( \text{insertapp } m f x \) inserts \( m \) into the proper position of \( x \) and applies \( f \) to the portion of \( x \) following this position. (To keep our argument simple, we are using the primitive type \text{int}, rather than the representation by Church numerals discussed earlier in this section.) Then \( \text{merge} \) can be expressed in terms of \( \text{insertapp} \) by

\[
\text{merge } \text{nil } y = y
\]

\[
\text{merge } (i :: r) y = \text{insertapp } i (\lambda y \text{list int } \cdot \text{merge } r y) y.
\]

These equations can be written more abstractly as

\[
\text{merge } \text{nil } = \lambda y \text{list int } : y
\]

\[
\text{merge } (i :: r) = \text{insertapp } i (\text{merge } r),
\]

which matches the form of Equations (17.6), so that we can define

\[
\text{merge} \equiv \lambda \text{list int } : \text{list int } \rightarrow \text{list int } \rightarrow \text{list int } \text{list int } \rightarrow \text{list int } \text{list int } \rightarrow \text{list int } \text{list int }
\]

The remaining task is to program \( \text{insertapp} \), which satisfies

\[
\text{insertapp } m f \text{nil } = m :: (f \text{nil})
\]

\[
\text{insertapp } m f (i :: r) = \text{if } m \leq i \text{ then } m :: (f(i :: r)) \text{ else } i :: (\text{insertapp } m f r).
\]

This does not match the form of Equations (17.6), but it can be treated by the same approach that we used for primitive recursive functions on numbers. Let

\[
g : \text{int } \rightarrow (\text{list int } \rightarrow \text{list int}) \rightarrow \text{list int } \rightarrow (\text{list int } \times \text{list int })
\]
be such that \( g \, m \, f \, x = (x, \text{insertapp} \, m \, f \, x) \). Then

\[
g \, m \, f \, \text{nil} = (\text{nil}, \text{insertapp} \, m \, f \, \text{nil})
= (\text{nil}, m :: (f \, \text{nil}))
\]

\[
g \, m \, f \, (i :: r) = (i :: r, \text{insertapp} \, m \, f \, (i :: r))
= (i :: r, \text{if } m \leq i \text{ then } m :: (f(i :: r)) \text{ else } i :: \text{insertapp} \, m \, f \, r)
= (i :: r, \text{if } m \leq i \text{ then } m :: (f(i :: r)) \text{ else } i :: z)
\]

This fits the form of Equations (17.6), so that we can define

\[
g \equiv \lambda \text{int}. \lambda \text{list int} \to \text{list int}. \lambda \text{list int}. x \to \text{list int} \times \text{list int}
\]

\[
(\lambda \text{int}. \lambda \langle y, z \rangle \text{list int} \times \text{list int}. (i :: y, \text{if } m \leq i \text{ then } m :: (f(i :: y)) \text{ else } i :: z))
\]

\[
(i :: y, \text{if } m \leq i \text{ then } m :: (f(i :: y)) \text{ else } i :: z)
\]

and therefore

\[
\text{insertapp} \equiv \lambda m \text{int}. \lambda \text{list int} \to \text{list int}. \lambda \text{list int}. x \to \text{list int} \times \text{list int}
\]

\[
(\lambda \text{int}. \lambda \langle y, z \rangle \text{list int} \times \text{list int}. (i :: y, \text{if } m \leq i \text{ then } m :: (f(i :: y)) \text{ else } i :: z))
\]

\[
(i :: y, \text{if } m \leq i \text{ then } m :: (f(i :: y)) \text{ else } i :: z)
\]

\[
\langle \text{nil}, m :: (f \, \text{nil}) \rangle.
\]

17.3 Extrinsic Semantics

The extrinsic semantics of polymorphic types reveals their similarity to intersection types: Just as \( \theta_0 \& \theta_1 \) denotes the intersection of the partial equivalence relations denoted by \( \theta_0 \) and \( \theta_1 \), so the quantified type \( \forall \tau . \theta \) denotes the intersection of all of the partial equivalence relations that are denoted by \( \theta \) as one varies the denotation of the type variable \( \tau \).

To make this precise, the first step is to accommodate type variables. Let \( \text{PER} \) stand for the set of chain-complete partial equivalence relations whose domain contains \( \bot \) but not \( \text{tyerr} \) (i.e. which satisfy the conditions of Proposition 15.1 in Section 15.4). In Sections 15.4 and 16.4, we defined a function \( \mathcal{P} \in \langle \text{type} \rangle \to \text{PER} \) that mapped types into their denotations. But when types can contain type variables, what they denote depends (just as with ordinary expressions) on what the type variables denote. Thus we must introduce the concept of type environments, which map type variables into partial equivalence relations, and redefine \( \mathcal{P} \) to satisfy

\[
\mathcal{P} \in \langle \text{type} \rangle \to (\text{PER}^{(\text{tvar})} \to \text{PER} ).
\]

We will use the metavariable \( \xi \) for type environments in \( \text{PER}^{(\text{tvar})} \).
The various cases defining $\mathcal{P}$ in Sections 15.4 and 16.4 change in a trivial way: The occurrences of $\mathcal{P}(-)$ become occurrences of $\mathcal{P}(-)\xi$. In addition, there are two new cases, which describe type variables and polymorphic types:

(h) $\langle x, x' \rangle \in \mathcal{P}(\tau)\xi$ if and only if $\langle x, x' \rangle \in \tau$.

(i) $\langle x, x' \rangle \in \mathcal{P}(\forall \tau. \theta)\xi$ if and only if $\langle x, x' \rangle \in \mathcal{P}(\theta)[\xi \mid \tau: \rho]$ for all $\rho \in \text{PER}$.

More succinctly,

(h) $\mathcal{P}(\tau)\xi = \xi \tau$.

(i) $\mathcal{P}(\forall \tau. \theta)\xi = \bigcap_{\rho \in \text{PER}} \mathcal{P}(\theta)[\xi \mid \tau: \rho]$.

With the introduction of type variables and a binding operator, types exhibit the same behavior as did assertions in Section 1.4 or expressions of the lambda calculus in Section 10.5. The set of free type variables in a type is given by

$$FTV(\tau) = \{\tau\}$$

$$FTV(\forall \tau. \theta) = FTV(\theta) - \{\tau\}$$

and, for all other forms, by

$$FTV(\theta) = FTV(\theta_0) \cup \cdots \cup FTV(\theta_{n-1}),$$

where $\theta_0, \ldots, \theta_{n-1}$ are the subphrases of $\theta$. Then one can show

**Proposition 17.1 (Coincidence Theorem)** If $\xi \tau = \xi' \tau$ for all $\tau \in FTV(\theta)$, then $\mathcal{P}(\theta)\xi = \mathcal{P}(\theta)\xi'$.

**Proposition 17.2 (Substitution Theorem)** If $[\delta \tau]\xi' = \xi \tau$ for all $\tau \in FTV(\theta)$, then $\mathcal{P}(\theta/\delta)\xi' = \mathcal{P}(\theta)\xi$.

**Proposition 17.3 (Finite Substitution Theorem)**

$$\mathcal{P}(\theta/\tau_0 \rightarrow \theta_0, \ldots, \tau_{n-1} \rightarrow \theta_{n-1})\xi'$$

$$= \mathcal{P}(\theta)[\xi' \mid \tau_0: \mathcal{P}(\theta_0)\xi' \mid \cdots \mid \tau_{n-1}: \mathcal{P}(\theta_{n-1})\xi'][.]$$

**Proposition 17.4 (Soundness of Renaming)** If

$$\tau_{\text{new}} \notin FTV(\theta) - \{\tau\},$$

then

$$\mathcal{P}(\forall \tau_{\text{new}}. (\theta/\tau \rightarrow \tau_{\text{new}})) = \mathcal{P}(\forall \tau. \theta).$$

Moreover, since an intersection of members of PER is a member of PER, Proposition 15.1 in Section 15.4 remains true (with the replacement of $\mathcal{P}(\theta)$ by $\mathcal{P}(\theta)\xi$, where $\xi$ is an arbitrary type environment in $\text{PER}^{(\text{tvar})}$).
The appropriate generalization of Proposition 15.3 is

**Proposition 17.5 (Soundness of Polymorphic Typing)** If \( \pi \vdash e : \theta \) is a valid typing judgement, \( \xi \) is a type environment, and \( \eta \) and \( \eta' \) are environments such that

\[
\langle \eta v, \eta' v \rangle \in \mathcal{P}(\pi v) \xi \text{ for all } v \in \text{dom } \pi,
\]

then

\[
\langle [e] \eta, [e] \eta' \rangle \in \mathcal{P}(\theta) \xi.
\]

**Proof** As before, the proof is by structural induction on the formal proof of \( \pi \vdash e : \theta \), with a case analysis on the inference rule used in the final step of the proof. The cases in the proof in Section 15.4 (and its continuation in Section 16.4) remain essentially the same. But now there are two more inference rules to consider. (Since the earlier version of the proposition was stated for implicit typing, we will use the implicitly typed version of the new rules as well.)

Suppose the rule used in the final step is the rule for \( \forall \) introduction ((17.3) in Section 17.1),

\[
\frac{\pi \vdash e : \theta}{\pi \vdash e : \forall \tau. \theta}
\]

when \( \tau \) does not occur free in any type expression in \( \pi \).

Assume \( \langle \eta v, \eta' v \rangle \in \mathcal{P}(\pi v) \xi \) for all \( v \in \text{dom } \pi \). Since \( \tau \) does not occur free in any type expression in \( \pi \), the coincidence theorem gives \( \langle \eta v, \eta' v \rangle \in \mathcal{P}(\pi v)[\xi | \tau : \rho] \) for all \( v \in \text{dom } \pi \), where \( \rho \) is any relation in \( \text{PER} \). Then the induction hypothesis gives \( \langle [e] \eta, [e] \eta' \rangle \in \mathcal{P}(\theta)[\xi | \tau : \rho] \), and since this holds for any \( \rho \in \text{PER} \),

\[
\langle [e] \eta, [e] \eta' \rangle \in \bigcap_{\rho \in \text{PER}} \mathcal{P}(\theta)[\xi | \tau : \rho] = \mathcal{P}(\forall \tau. \theta) \xi.
\]

On the other hand, suppose the rule used in the final step is the rule for \( \forall \) elimination ((17.4) in Section 17.1),

\[
\frac{\pi \vdash e : \forall \tau. \theta}{\pi \vdash e : (\theta/\tau \rightarrow \theta')}.
\]

Assume \( \langle \eta v, \eta' v \rangle \in \mathcal{P}(\pi v) \xi \) for all \( v \in \text{dom } \pi \). Then the induction hypothesis gives

\[
\langle [e] \eta, [e] \eta' \rangle \in \mathcal{P}(\forall \tau. \theta) \xi = \bigcap_{\rho \in \text{PER}} \mathcal{P}(\theta)[\xi | \tau : \rho].
\]

The intersection here contains \( \mathcal{P}(\theta)[\xi | \tau : \mathcal{P}(\theta') \xi] \), which equals \( \mathcal{P}(\theta/\tau \rightarrow \theta') \xi \) by the finite substitution theorem. Thus \( \langle [e] \eta, [e] \eta' \rangle \in \mathcal{P}(\theta/\tau \rightarrow \theta') \xi \).

**End of Proof**
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Exercises

17.1 Find an expression $e$ and type expressions $\theta_0$, $\theta_1$, $\theta_2$, $\theta_3$, $\theta_4$, and $\theta_5$ that make the following three typing judgements of the explicitly typed polymorphic lambda calculus true. For each judgement, give a formal proof of the judgement using the rules of Chapter 15 (in their explicitly typed versions) and Section 17.1.

$$
\vdash e : \forall \alpha. \alpha \rightarrow \alpha
$$

$$
\vdash \lambda x_{\forall \alpha}. \alpha \rightarrow \alpha \cdot x[\theta_0] (x[\theta_1]) : \theta_2
$$

$$
\vdash \lambda x_{\forall \alpha}. \alpha \rightarrow \alpha \cdot x[\theta_3] x : \theta_4
$$

$$
\vdash \lambda m_{\text{nat}} \cdot \lambda n_{\text{nat}} \cdot \Lambda \alpha. n[\alpha \rightarrow \alpha] (m[\alpha]) : \theta_5.
$$

In the last case, $\text{nat} \overset{\text{def}}{=} \forall \alpha. (\alpha \rightarrow \alpha) \rightarrow \alpha \rightarrow \alpha$. (Note that $\alpha$ is a type variable of the object language, while the $\theta_i$ are metavariables denoting type expressions.)

17.2 Let $e$ and the $\theta_i$ be the expression and types found in Exercise 17.1. Give a reduction sequence to normal form, using the $\beta$-reduction for type applications described in Section 17.1 as well as ordinary $\beta$-reduction, for each of the following expressions:

$$
(\lambda x_{\forall \alpha}. \alpha \rightarrow \alpha \cdot x[\theta_0] (x[\theta_1])) e
$$

$$
(\lambda x_{\forall \alpha}. \alpha \rightarrow \alpha \cdot x[\theta_3] x) e.
$$

17.3 Give a formal proof of the following typing judgement, using the inference rules of Chapter 15 (in their explicitly typed versions) and Section 17.1.

mapcar: $\forall \alpha. \forall \beta. (\alpha \rightarrow \beta) \rightarrow \text{list } \alpha \rightarrow \text{list } \beta$

$$
\vdash \lambda f_{\text{int} \rightarrow \text{int}} \cdot \text{mapcar}[\text{list int}][\text{list int}](\text{mapcar}[\text{int}][\text{int}] f)
$$

: $(\text{int} \rightarrow \text{int}) \rightarrow \text{list} (\text{list int}) \rightarrow \text{list} (\text{list int})$.

17.4 In typing rule (17.1) (and also (17.3)) in Section 17.1, the proviso "When $\tau$ does not occur free in any type expression in $\pi$" is necessary for type soundness. To demonstrate this:

(a) Use rule (17.1) without this proviso to prove the spurious judgement

$$
\vdash \Lambda \alpha. \lambda x_{\alpha}. \Lambda \alpha. x : \forall \alpha. (\alpha \rightarrow \forall \alpha. \alpha).
$$

(b) Construct an expression that reduces to $\text{true}$ but can be proved, assuming the spurious judgement in part (a), to have type $\text{int}$.
17.5 Consider the definition of eqlist in terms of reduce described in Exercise 11.9.

(a) Convert the definition of this function into the explicitly typed polymorphic language of this chapter. Here eqlist should not be polymorphic, but reduce should be polymorphic, with the typing given in Section 17.1.

(b) Generalize your definition to that of a polymorphic function called geneqlist, which accepts a type \( \alpha \) and a function of type \( \alpha \to \alpha \to \text{bool} \) that compares values of type \( \alpha \) for equality, and which returns a function of type \( \text{list} \ \alpha \to \text{list} \ \alpha \to \text{bool} \) that compares two lists with elements of type \( \alpha \) for equality.

(c) Use the function defined in part (b) to define a typed function that compares two lists of lists of integers for equality.

17.6 Using the definition in Exercise 11.8, give and prove a polymorphic typing judgement for the function lazyreduce which is general enough that this function can be applied to a list with any type of elements and its result (after application to \( x \), \( f \), \( a \), and the dummy argument \( \langle \rangle \)) can have any type.

17.7 Using the representation of natural numbers and boolean values in Section 17.2, define the predicate iszero of type \( \text{nat} \to \text{bool} \).

17.8 Using the representation of natural numbers in Section 17.2, give a non-recursive definition of the function that maps a natural number \( n \) into \( n \div 2 \).

*Hint* Define a subsidiary function that maps the number \( n \) into the pair \( \langle n \div 2, (n + 1) \div 2 \rangle \).

17.9 Suppose we say that \( f : \text{list} \ \theta \to \theta' \) is a primitive recursive function on lists if it satisfies

\[
f (\text{nil}) = c \quad \text{and} \quad f (i :: r) = h \ i \ r \ (f \ r),
\]

where \( c : \theta' \) and \( h : \theta \to \text{list} \ \theta \to \theta' \to \theta' \) are defined nonrecursively in terms of previously defined primitive recursive functions. Using the kind of polymorphic programming in Section 17.2, where a list is its own reduce function, give a nonrecursive definition of \( f \) in terms of \( c \) and \( h \).

*Hint* The definition of insertapp at the end of Section 17.2 is a special example.
17.10 Unlike the version of merge defined in Section 11.5, the version in Section 17.2 does not eliminate duplicates between the lists being merged. Alter the definition of insertapp to remove this discrepancy.

17.11 In the kind of polymorphic programming described in Section 17.2, binary trees can be regarded as their own reduction functions (i.e. redtree in Exercise 11.7), just as with lists. Following this approach, define the polymorphic type tree and two functions for constructing trees: term, which maps an integer \( n \) into the tree consisting of a terminal node labelled with \( n \), and combine, which maps two trees into the tree whose main node is a nonterminal node with the two arguments as subtrees.

17.12 Generalize Exercise 15.9 to include the inference rules for polymorphism given in Section 17.1. You will need to use a definition of the substitution operation \(-/\delta\) where bound type variables are renamed to avoid the capture of free type variables.

17.13 The extrinsic semantics given in Section 17.3 is compatible with that of subtyping and intersection types given in Section 16.4 if one generalizes Proposition 16.2 to encompass type variables:

\[
\text{If } \theta \leq \theta', \text{ then } \forall \xi \in \text{PER}^{(\text{tvar})}. \mathcal{P}(\theta)\xi \subseteq \mathcal{P}(\theta')\xi. 
\]

Show that this generalized proposition remains true if one introduces the subtyping rule

\[
\forall \tau. \theta \leq \forall \tau_0. \cdots \forall \tau_{n-1}. (\theta/\tau \rightarrow \theta'),
\]

where \( \tau_0, \ldots, \tau_{n-1} \notin \text{FTV}(\theta) - \{\tau\} \).

Notice that one can derive the implicit rule for \( \forall \) elimination ((17.4) in Section 17.1) from the subsumption rule ((16.1) in Section 16.1) and the special case of the above rule where \( n = 0 \). This kind of combination of polymorphism and subtyping has been investigated by Mitchell [1988] and Giannini [1988].