1. The following problems consider an \( n \)-node heater \( T \) whose priorities are the integers from 1 to \( n \). We identify nodes in \( T \) by their priorities; thus, “node 5” means the node in \( T \) with priority 5. For example, the min-heap property implies that node 1 is the root of \( T \). Finally, let \( i \) and \( j \) be integers with \( 1 \leq i < j \leq n \).

(a) What is the exact expected depth of node \( j \) in an \( n \)-node heater? Answering the following subproblems will help you:

i. Prove that in a random permutation of the \((i + 1)\)-element set \( \{1, 2, \ldots, i, j\} \), elements \( i \) and \( j \) are adjacent with probability \( 2/(i + 1) \).

ii. Prove that node \( i \) is an ancestor of node \( j \) with probability \( 2/(i + 1) \).

iii. What is the probability that node \( i \) is a descendant of node \( j \)?

Solution: We follow the proposed outline:

i. Fix a permutation of the subset \( \{1, 2, \ldots, i\} \). There are exactly \( i + 1 \) places to insert \( j \) into this permutation, exactly two of which are adjacent to \( i \). Each possibility is equally likely. It follows that in a random permutation, \( i \) and \( j \) are adjacent with probability \( 2/(i + 1) \).

ii. Recall from class that a node \( x \) is an ancestor of node \( y \) in a priority search tree if and only if, among all nodes with search keys between \( \text{key}(x) \) and \( \text{key}(y) \), node \( x \) has the smallest priority. Thus, node \( i \) is an ancestor of node \( j \) if and only if, when we sort the nodes by their search keys, nothing in the set \( \{1, 2, \ldots, i - 1\} \) appears between node \( i \) and node \( j \). Equivalently, in the permutation of nodes \( \{1, 2, \ldots, i, j\} \) induced by the search keys, nodes \( i \) and \( j \) are adjacent. It follows that \( i \) is an ancestor of \( j \) with probability \( 2/(i + 1) \).

iii. Node \( i \) cannot be a descendant of node \( j \), because a heater is a min-heap. The probability is zero.

The depth of a node is equal to the number of proper ancestors. Thus, the expected depth of node \( j \) can be computed using the usual sum-of-indicators analysis, as follows:

\[
E[\text{#proper ancestors of } j] = \sum_{i=1}^{n} \Pr[i \text{ is a proper ancestor of } j] = \sum_{i=1}^{j-1} \frac{2}{i + 1} = 2H_j - 2 = \Theta(\log j)
\]

Rubric: 6 points = 2 for part i. + 2 for part ii. + 1 for part iii. + 1 for conclusion (1/2 for \( \Theta(\log j) \); no points for \( \Theta(\log n) \)). These are not the only correct proofs for i. and ii.

(b) Describe and analyze an algorithm to insert a new item into an \( n \)-node heater.

Solution: The algorithm is identical to the algorithm for inserting into a treap. First, insert a new vertex with a random search key, using the textbook algorithm for inserting into a binary tree. Then assign this new node the desired priority and rotate it upward to fix the heap property.

The running time of the algorithm is proportional to the depth of the new node before its priority is assigned. If we set the new priority to \( \infty \), this depth is
unchanged, but the second phase of the algorithm would do nothing. The new node
would have the largest priority in the heater, and so by part (a), its expected depth is
$2H_{n+1} - 2 = O(\log n)$. We conclude that the expected running time of our insertion
algorithm is $O(\log n)$.

Rubric: 2 points = 1 for algorithm + 1 for analysis. No analysis credit for just writing
$O(\log n)$, or pointing to the lecture notes (which analyze treaps, not heaters).

(c) Describe and analyze an algorithm to delete the smallest priority (the root) from an $n$-node
heater.

Solution: We essentially run the insertion algorithm backwards, just as we do for
treaps: First rotate the node to be deleted downward until it becomes a leaf (implicitly
increasing its priority to $\infty$), and then discard that leaf.

The running time is proportional to the depth of the former root just before we
discard it. The analysis in part (a) implies that the expected depth of this leaf is
$O(\log n)$.

Rubric: 2 points = 1 point for algorithm + 1 point for analysis.
2. Suppose we are given a coin that may or may not be biased, and we would like to compute an accurate estimate of the probability of heads. Specifically, if the actual unknown probability of heads is \( p \), we would like to compute an estimate \( \tilde{p} \) such that

\[
Pr[|\tilde{p} - p| > \epsilon] < \delta
\]

where \( \epsilon \) is a given accuracy or error parameter, and \( \delta \) is a given confidence parameter. The following algorithm is a natural first attempt; here Flip() returns the result of an independent flip of the unknown coin.

```
MEANESTIMATE(\epsilon):
    count ← 0
    for i ← 1 to N
        if Flip() = HEADS
            count ← count + 1
    return count / N
```

(a) Let \( \tilde{p} \) denote the estimate returned by MEANESTIMATE(\epsilon). Prove that \( E[\tilde{p}] = p \).

**Solution:** Let \( X_i = 1 \) if the \( i \)th flip is HEADS and \( X_i = 0 \) if the \( i \)th flip is TAILS. The final value of count is \( X = \sum_i X_i \), so linearity of expectation implies

\[
E[X] = \sum_{i=1}^{N} \Pr[X_i = 1] = Np.
\]

Finally, \( \tilde{p} = X / N \), so linearity of expectation implies \( E[\tilde{p}] = E[X] / N = p \), as required.

**Rubric:** 3 points.

(b) Prove that if we set \( N = \lceil \alpha / \epsilon^2 \rceil \) for some appropriate constant \( \alpha \), then \( Pr[|\tilde{p} - p| > \epsilon] < 1/4 \).

**[Hint: Use Chebyshev’s inequality.]**

**Solution:** The coin flips are pairwise independent (in fact, fully independent) so we can apply Chebyshev’s inequality. Let \( X \) be the final value of count, and recall from part (a) that \( \mu = E[X] = Np \).

\[
Pr[|\tilde{p} - p| > \epsilon] = Pr[|X - \mu| > N \epsilon]
\]
\[
= Pr[(X - \mu)^2 > N^2 \epsilon^2]
\]
\[
< \frac{\mu}{N^2 \epsilon^2} = \frac{p}{N \epsilon^2} \quad \text{[Chebyshev’s inequality]}
\]

Setting \( N = \lceil 4 / \epsilon^2 \rceil \) implies \( Pr[|\tilde{p} - p| > \epsilon] < p / 4 \leq 1 / 4 \).

**Rubric:** 3 points. We can’t apply the form of Chebyshev’s inequality given in the notes to \( \tilde{p} \) directly, because \( \tilde{p} \) is not a sub of indicators.

(c) We can increase the previous estimator’s confidence by running it multiple times, independently, and returning the median of the resulting estimates.

```
MEANOFMEANESTIMATE(\delta, \epsilon):
    for j ← 1 to K
        estimate[j] ← MEANESTIMATE(\epsilon)
    return MEDIAN(estimate[1..K])
```
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Let \( p^* \) denote the estimate returned by \( \text{MEDIANOfMEANEstimate}(\delta, \epsilon) \). Prove that if we set \( N = \lceil \alpha / \epsilon^2 \rceil \) (inside \( \text{MEANEstimate} \)) and \( K = \lceil \beta \ln(1/\delta) \rceil \), for some appropriate constants \( \alpha \) and \( \beta \), then \( \Pr[|p^* - p| > \epsilon] < \delta. \) \([\text{Hint: Use Chernoff bounds.}]\)

**Solution:** For each index \( j \), define an indicator variable

\[
Y_j := \lfloor |\text{estimate}[j] - p| > \epsilon \rfloor.
\]

Let \( Y = \sum_j Y_j \) denote the number of bad mean estimates. Our analysis in part (b) implies that if we set \( N = \lceil 4 / \epsilon^2 \rceil \) inside \( \text{MEANEstimate} \), then \( \Pr[Y_j = 1] < 1/4 \) for all \( j \) and therefore \( E[Y] < K/4 \).

The median estimate \( p^* \) is larger than \( p + \epsilon \) if and only if at least half of the mean estimates are larger than \( p + \epsilon \). Similarly, \( p^* < p - \epsilon \) if and only if at least half of the mean estimates are larger than \( p - \epsilon \). Thus,

\[
\Pr[|p^* - p| > \epsilon] \leq \Pr[Y \geq K/2]
\]

The indicator variables \( Y_j \) are mutually independent (because the coin flips inside \( \text{MEANEstimate} \) are mutually independent). However, we cannot apply Chernoff bounds directly to \( Y \), because we would eventually need a lower bound on \( E[Y] \).

Let \( Z_1, Z_2, \ldots, Z_d \) be mutually independent indicator variables where \( \Pr[Z_i = 1] = 1/4 \) for all \( i \), and let \( Z = \sum_{i=1}^d Z_i \). We immediately have

\[
\Pr[Y \geq K/2] \leq \Pr[Z \geq K/2];
\]

intuitively, in any sequence of \( K \) independent coin flips, if we increase the probability that each coin comes up heads, we also increase the probability of getting at least \( K/2 \) heads.

Finally, we apply the Chernoff bound \( \Pr[X \geq (1 + \Delta)\mu] < \exp(-\Delta^2 \mu / 3) \) with \( \mu = E[Z] = K/4 \) and \( \Delta = 1.1 \)

\[
\Pr[Z \geq K/2] = \Pr[Z \geq 2\mu] \leq \exp(-\mu / 3) = \exp(-K/12).
\]

We conclude that if we set \( K = \lceil 12 \ln(1/\delta) \rceil \), then \( \Pr[|p^* - p| > \epsilon] < \delta \), as required. ■

**Rubric:** 4 points. −1 for implicitly assuming that \( E[Y] = K/4 \). A perfect solution must explicitly invoke the fact that the mean estimates are mutually independent. This is more detail than necessary for full credit.

\[^1\text{Sorry, } \delta \text{ was already taken.}\]